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ABSTRACT
In the last decade there has been a significant leap in the capability
of foundation AI models, largely driven by the introduction and
refinement of transformer-based machine learning architectures.
The most visible consequence of this has been the explosion of
interest and application of large language models such as ChatGPT.
This is one exemplar of how a foundation model trained on a huge
amount of data can be specialised for particular task, often by a
phase of reinforcement learning with human feedback.

Within the AI community “performance” of such systems is
generally taken to mean how well they respond to their users on
characteristics such as accuracy, verifiability, and bias. Performance
analysis usually considers both the responsiveness of a system to its
user and the efficiency and equity of resource use. These foundation
models rely on massive amounts of resource but there appears to
have been little work considering how to understand the resource
use or the trade-offs that exist between how the system responds
to users and the amount of resource used.

In this talk I will present initial ideas of what it could mean
to develop a framework of performance evaluation for founda-
tion models such as large language models. Such a framework
would need to take into consideration the distinct phases of opera-
tion for these models, which broadly speaking can be categorised
as training, generating and fine-tuning. Evaluating the trade-off
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between user interests and resource management will require the
identification of suitable metrics. The resources in these systems can
be more than simply compute, storage, bandwidth; data and even
human resources also play crucial roles in training and fine-tuning.
I will discuss all these topics.
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