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ABSTRACT
The need for accelerated object detection is paramount for safety
critical applications such as autonomous vehicles. This paper fo-
cuses on leveraging parallel processing techniques for enhancing
the performance of object detection. Specifically, this research engi-
neers system performance by timely detection of common objects
encountered by vehicles, such as other automobiles, pedestrians,
and bicycles. Deploying popular pretrained deep learning models
like the You Only Look Once (YOLO) model within the Apache
Spark framework, the potential enhancements in detection speed
achieved through parallel processing are investigated. The capabil-
ity of the system to efficiently handle large datasets and distribute
time-critical applications across multiple nodes is explored to im-
prove both latency and scalability. The one-factor-at-a-time method
is used to assess the impact of different system and workload pa-
rameters on performance. Of particular interest is the impact of
Spark data partitioning on performance, especially for driving sce-
narios where the number of objects are changing rapidly. A novel
data partitioning technique that uses the principles of entropy is
utilized. The overall performance objective of this research will be
to improve speed for object detection in cars which can improve
safety in time critical events such as sudden braking or turning.
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1 INTRODUCTION
Timely detection of objects is crucial in safety critical applications
such as autonomous vehicles and has become an important subject
of research due to increase of accidents happeningwith autonomous
vehicles such as self driving cars [10, 21, 23]. Particularly, the in-
cident when a Tesla in autopilot mode failed to stop at a red light
and crashed it into another car killing two people questioned the
safety of autonomous vehicles [24]. Object detection is crucial for
ensuring the safety of autonomous vehicles and other safety critical
applications, such as the detection of objects by Unmanned Aerial
Vehicles [32]. The focus of this paper is to use parallel processing
to improve object detection.

This work in progress paper specifically concentrates on the
identification of objects like pedestrians, traffic lights, and trucks
encountered by moving vehicles. The research will utilize the MIT
DriveSeg dataset, featuring video frames captured by a camera
mounted on a moving vehicle [6]. These video frames capture vari-
ous driving environments including rural roads, busy highways, and
city streets, enabling the simulation of diverse scenarios encoun-
tered by vehicles in daily life. Then, using the You Only Look Once
Version 3 (YOLOv3) pretrained deep learning model and the Apache
Spark parallel computing framework, object detection on the frames
will be carried out in parallel. This research will utilize Amazon
Web Services (AWS) cloud servers to create scalable Spark clusters
which will facilitate in the deployment of the proof-of-concept
prototype used in the different experiments. The experiments will
use the one-factor-at-a-time approach [27] to systematically alter
various system parameters, including the number of worker nodes
and the average number of objects in each scenario, to assess their
individual impact. This paper will also explore the effect of data
partitioning strategies on performance when evenly distributing
dynamically changing frames across the various nodes. The pa-
per will introduce a unique method for estimating workload and
allocating frames across partitions using frame entropy.

The contributions of this paper include:
• A frame entropy based novel technique for workload esti-
mation and frame allocation across the different nodes in a
parallel processing platform such as Spark.

• A proof-of-concept prototype deployed on Spark for ana-
lyzing the performance of the concurrent object detection
techniques discussed in the paper. This includes combining
the YOLOv3 pretrained deep learning model with Apache
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Spark’s distributed computing framework thus enabling the
performance engineering of deep learning based object de-
tection on parallel platforms.

• Initial insights into the impact of different system and work-
load parameters on the performance of the object detection
techniques.

Further contributions to the state of the art are expected from
continuation of the research as discussed in Section 6.

Previous research done has shown a 60% performance increase
when deploying deep learning models on Spark clusters, suggesting
the potential of parallel programming in object detection tasks
[20]. The YOLOv3 model has been vastly used in the literature for
object detection for applications such as the detection of unmanned
aerial vehicles [11]. Furthermore, research has been done in the
literature as well on different partitioning algorithms in Spark. They
analyzed different partitioning approaches for a textual dataframe
and concluded that Spark’s standard random Hash Partitioning
could be optimized further with custom partitioning strategies [22].
This further indicates that the choice of partitioning algorithm could
also play a significant role in other applications such as enhancing
performance in video processing. Notably, while most research
papers emphasize the quantity of data points in partitioning studies,
this paper uniquely concentrates on the specific content within each
partition to estimate workload.

This paper is organized as follows. Section 2 gives a background
on the methodologies used in this research. Section 3 gives an
overview on the design of the system and the experiments. Section
4 goes over the experimental results. Section 5 concludes the paper
and Section 6 gives a summary of the steps for further work.

2 BACKGROUND
This section will provide a background on the different topics used
in this paper.

2.1 Apache Spark
Apache Spark can be used to efficiently distribute workloads and
data across a cluster of machines or nodes and is used for distribut-
ing the processing of the video frames. This distributed computing
framework specializes in parallel task execution, enabling fast pro-
cessing and analysis of big data tasks such as video processing
[18, 30]. Its in-memory computing capability reduces disk access,
significantly boosting processing speeds compared to alternatives
such as the Hadoop Distributed File System [31]. Spark supports
multiple programming languages and offers various libraries for
data processing tasks, such as PySpark.

2.1.1 Partitioning . A key component of Apache Spark concerns
partitioning which is fundamental in determining the processing
speed of the job at hand. Partitioning involves splitting up the data
and tasks into smaller partitions that will ultimately be processed
in parallel across the various nodes [22]. Ensuring a balanced dis-
tribution of tasks across partitions is critical to prevent any single
node from becoming a bottleneck due to an excessive workload
compared to others.

In this paper, the frames will be split up into different partitions
that will be distributed across the various nodes. Traditional ap-
proaches typically divide data into partitions of equal size, basing

the division on the quantity of data [8], which can be useful for
tabular or time series data. However, in this research, information
from each data point (i.e., the video frames) will be leveraged to
dynamically create the partitions and better split up the workload.

2.2 Dataset
In this paper, the MIT DriveSeg dataset, which contains images
of different driving scenarios that were acquired using a camera
mounted on top of a car during the daylight was utilized. The dataset
contains 20,100 video frames from 68 different driving scenarios [6].
The different scenarios depict different situations such as driving
through a busy downtown street with a large number of potential
objects or driving on a rural road with very few objects. The images
have annotations for the different objects that have been labeled
using semi-automated methods [7]. Some annotations may not
be accurate because of semi-automatic labeling. Therefore, the
annotations and labels have not been used in this paper.

2.3 Object Detection Techniques
As mentioned in Section 2.2, the annotations that came with the
MIT DriveSeg dataset, were shown not to be accurate due to the use
of semi-automated methods which provided the segmentation of
the images. Therefore, in this work, object detection of the driving
scenarios is done through the utilization of bounding boxes. A
bounding box is a rectangular frame that can be used to identify
objects within a given video frame [17].

2.3.1 YOLO Pretrained Model. The YOLOv3 model was used to
eliminate the need to train a deep learning model from scratch. The
use of YOLOv3 resulted in saving time by eliminating the need
for precise labels and allowing for the implementation of transfer
learning.

YOLO models are typically trained and optimized on a large
dataset such as the Common Objects in Context (COCO) dataset
[16]. Then, the model’s weights can be further optimized or reused
in other smaller datasets for object detection. YOLOv3 has shown
improved metrics such as mean Average Precision (mAP) and also
better processing speed when compared with other YOLO and
pretrained models [16]. Additionally, YOLOv3 has been effective in
maintaining a balance between detection speed and accuracy [13].
The YOLOv3 model has 80 possible classes of objects that can be
detected within each image [12]. YOLOv3 is capable of detecting
various objects that can be encountered in a driving scenario, such
as cars, traffic lights, buses, trucks, street signs, pedestrians, and
more. Each object found in the image can be represented using a
bounding box.

2.3.2 Entropy . As mentioned in Section 2.1.1, one of the objec-
tives of this research is to dynamically create partitions based on
the estimated workload. A frame that has an abundant number of
objects will take longer to process compared to a frame that has
fewer objects. Therefore, there is a need to swiftly estimate the
workload so that it can be split up into balanced partitions.

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −
𝐿∑︁
𝑖=1

𝑝𝑖 log2 (𝑝𝑖 ) (1)
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(a) Frame with low entropy

(b) Frame with high entropy

Figure 1: Two different driving scenarios illustrating low and
high entropy.

Entropy can be used to determine the uncertainty or complexity
in an image. Entropy can also be mathematically defined as the
probability of occurrence 𝑝𝑖 at gray level 𝑖 where 𝐿 is the maxi-
mum pixel value [5, 19, 26]. Overall, equation 1 is computing the
uncertainty in each pixel of the frame. Furthermore, local entropy
can be used for images to examine the variance in images given a
window or a neighbourhood [26]. In Figure 1, there are two frames
from the MIT DriveSeg shown with their entropy overlaid on top
of each other. Pixels that are brighter have a higher local entropy
and vice versa. Homogeneous and less complex images (see Figure
1a) have a lower entropy when compared to heterogeneous and
more complex images (see Figure 1b). Therefore, entropy can serve
as a quick indicator of the number of objects in a frame, under the
assumption that more complex images typically contain a greater
number of objects, and simpler ones contain fewer.

3 PROPOSED APPROACH
This section will provide the overall approach used in devising the
proposed technique and a description of how the proof-of-concept
(POC) was implemented.

3.1 System Design
This system POC for the proposed technique was hosted on Ama-
zon Web Services (AWS). AWS is a cloud platform which provides
scalable computing and storage services [3]. AWS offers an ideal
platform for rapidly deploying different resources which can have
varying hardware specifications like the number of cores.

The MIT DriveSeg dataset was first uploaded to a Simple Storage
Service (S3) bucket which is a durable and scalable data storage
tool in AWS [4]. After the data was uploaded, a Spark cluster was
created. AWS provides a service known as Elastic Map Reduce
(EMR) which can be used to create and manage a Spark cluster with
a main node and multiple worker nodes. EMR uses the Hadoop

Yet Another Resource Negotiator (YARN) manager to organize the
different nodes. The main node requests different resources such
as memory or CPU cores from the YARN manager which then
distributes the tasks among the worker nodes [4].

Each node in the cluster represents an AWS Elastic Cloud Com-
puting (EC2) instance which is a cloud server containing various
libraries including Python and Spark [4]. Additionally, PySpark, the
Python library for Apache Spark, is installed on every node in the
cluster, serving as the main library for the program in this paper.
EC2 instances can be scaled up to include varying number of nodes
which have varying numbers of cores. For the POC, the m5 family
of EC2 instances which can have anywhere from 2 to 96 cores and
from 8 to 384 GB of memory for each node were used [2].

Figure 2 gives an illustration of the system and can be described
with the following steps.

(1) The EMR cluster will read from the S3 bucket containing
frames from a driving scenario.

(2) The main node will load in the YOLOv3 model with weights
trained on the COCO dataset using TensorFlow, a Python
deep learning library which can be used to create and load
neural network models [14].

(3) The YOLOv3 model is broadcast in the main node. In Spark,
memory-intensive variables can be broadcast to provide a
read-only version on the main node instead of replicating
them across all worker nodes [29].

(4) The tasks and frames are submitted to the main node. The
frames are split into partitions based on the chosen parti-
tioning algorithm that are outlined in Table 1.

(5) The YARNmanager performs task schedulingwith theworker
nodes.

(6) The worker nodes concurrently detect the objects in their
assigned frames using the YOLOv3 model.

(7) The bounding box detections are sent back to the main node.
(8) Once all worker nodes are done with their tasks, the results

are stored in a S3 bucket.

3.2 Experimental Design
The experiments used the one-factor-at-a-time approach where all
the factors in the experiment are set to their default values while
one factor was varied at a time [27]. The processing time required by
the worker nodes to complete all of the detections is the measured
metric for evaluating performance. The measurement of processing
time is the duration from the moment the frames are dispatched to
the worker nodes until the completion of all detections. The one-
factor-at-a-time approach helps in identifying the key factors that
impact the processing time. The different factors and their values
are shown in Table 1, with the default value shown in bold. The
selection of each factor will be further explained in this section.

3.2.1 Distribution Framework. The distribution framework is a
simple factor that will compare whether the use of distributed
computing is useful for the problem. Using no distribution will
mean running the program on a single node and with no parallelism
which will be compared to running it using multiple nodes on
Apache Spark.
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Figure 2: Overall system design for object detection.

3.2.2 Number of Objects . The number of objects within the sce-
nario will be compared to evaluate whether this led to a difference
in processing time. The hypothesis that needs to be verified is that
as the average number of objects in a scenario increases, it would
increase the overall workload for the system. For example, a driving
scenario in a busy urban street, would require a lengthier duration
for object detections, unlike a sparsely populated rural road with
few objects.

3.2.3 Number of Worker Nodes . The number of worker nodes will
be varied to analyze the impact of parallelism on performance.

3.2.4 Number of CPU Cores. Similar to Section 3.2.3, the number of
CPU cores within each worker node will be changed to investigate
the impact of core parallelism on performance.

3.2.5 Total Number of Frames . The total number of frames in a
video being processed will be varied to assess concomitant changes
in throughput. System throughput is defined as the number of
frames processed per second [27].

3.2.6 Partitioning Algorithm . Asmentioned in Section 2.1.1, one of
the important objectives of this paper is to experiment with different
partitioning algorithms. The number of partitions in Spark can be
set manually. In most cases, setting the number of partitions to the
number of total cores has been observed to yield good results [9].

For experimenting with this parameter, two different video sce-
narios were combined; one scenario concerning a busy street with
a lot of objects and the other concerning a rural road with fewer
objects. The combined video is meant to replicate a scenario where
the number of objects varies throughout the video. For this case,
partition splits should be based on the estimated workload in each
partition and not based on the number of frames. One partition
could have frames from the scenario that has numerous objects
meaning it could become the performance bottleneck for the overall
system. This is because as mentioned in Section 3.2.2, as the number
of objects increase in a frame, the overall processing time for the
frame is expected to increase.

The four partitioning algorithms are experimented with include
the following.

(i) Video-based: In Video-based partitioning, each partition
split will have frames from the same video scenario.

(ii) Spark-based: In Spark-based partitioning, the partitions will
be assigned frames using the default Spark settings. Spark’s
default partitioning mechanism uses Hash Partitioning [9].
For this, a hash function is used to randomly assign the frame
to a partition. However due to its randomness, it could result
in a skewed data distribution as some partitions may contain
larger portions of the data while some partitions could be
empty [25, 28].

(iii) Object-based: In Object-based partitioning, each partition
will have an equal number of frames from each video. There-
fore, this implies that each partition should contain roughly
an equal number of objects, based on the assumption that ev-
ery frame from the each scenario possesses a similar quantity
of objects. To estimate the workload, one random frame was
sampled from each scenario with the assumption that frames
with higher number of objects will have a higher workload
and vice versa. To minimize overheads, the YOLOv3 model
was deployed on this one frame to estimate whether there is
a high or low number of objects within the whole scenario.
A threshold of 7 objects was established through experimen-
tation, categorizing a frame with 7 or more objects as an
indicator of high workload and and as an indicator of low
workload otherwise.

(iv) Entropy-based: As mentioned in Section 2.3.2, entropy can
be used to estimate the workload resulting from a given
frame, using the observation that frames with more objects
will generally have a larger entropy value than those that do
not. Therefore, similar, to Object-based partitioning, Entropy-
based partitioning can be used to estimate the workload
based on the contents of the frames. One of the benefits
of using Entropy-based partitioning is its fast computation
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speed, meaning it can be applied for all the frames. In con-
trast, Object-based partitioning can only be applied to one
frame since it requires running the YOLOv3 model to get
an estimate of the number of objects, which requires signifi-
cantly more computation power compared to calculating the
entropy of a frame. Additionally, to minimize system over-
heads, it is necessary to select a simple metric like entropy
for estimating workload. Entropy-based partitioning is pre-
sented in Algorithm 1. First, in Algorithm 1, the videos and
their frames are loaded into a variable known as df as shown
in lines 1 to 4. Then the entropy of each frame is found on
line 5. From lines 6 to 12, the frames are classified as having a
low or high number of objects based on if they have a low or
high entropy. The threshold value, found experimentally, will
distinguish whether a frame has more or less objects. Once
the groups are made, each partition will contain an equal
number of LESS_OBJECTS and MORE_OBJECTS frames, as
shown in lines 13 and 14.

Algorithm 1 High Level Algorithm for Partitioning Frames Based
on Entropy

1: for video in videos do
2: 𝑓 𝑖𝑙𝑒𝑠 = 𝑓 𝑖𝑙𝑒𝑠 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑙𝑜𝑎𝑑_𝑣𝑖𝑑𝑒𝑜 (𝑣𝑖𝑑𝑒𝑜))
3: end for
4: 𝑑 𝑓 = 𝑠𝑝𝑎𝑟𝑘.𝑟𝑒𝑎𝑑.𝑓 𝑜𝑟𝑚𝑎𝑡 (”𝑏𝑖𝑛𝑎𝑟𝑦𝐹𝑖𝑙𝑒”) .𝑙𝑜𝑎𝑑 (𝑓 𝑖𝑙𝑒𝑠)
5: 𝑑 𝑓 [”𝑒𝑛𝑡𝑟𝑜𝑝𝑦”] = 𝑔𝑒𝑡𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑑 𝑓 [”𝑓 𝑟𝑎𝑚𝑒𝑠”])
6: for row in df do
7: if 𝑟𝑜𝑤 [”𝑒𝑛𝑡𝑟𝑜𝑝𝑦”] < THRESHOLD then
8: 𝑟𝑜𝑤 [”𝑔𝑟𝑜𝑢𝑝”] = 𝐿𝐸𝑆𝑆_𝑂𝐵𝐽𝐸𝐶𝑇𝑆
9: else
10: 𝑟𝑜𝑤 [”𝑔𝑟𝑜𝑢𝑝”] = 𝑀𝑂𝑅𝐸_𝑂𝐵𝐽𝐸𝐶𝑇𝑆
11: end if
12: end for
13: partitions = df.rdd.getNumPartitions()
14: df = partitionFrames(df, partitions)

4 EXPERIMENTAL RESULTS
The results for the experiments will be summarized. Each exper-
iment was executed 10 times to calculate a mean and a standard
deviation for the processing time.

Table 1: System and Workload Parameters.

Factor Value
Distribution Framework (None, Apache Spark)
Number of Objects (1-2, 7-8, 12-13)
Number of Worker Nodes (1, 2, 3, 4)
Number of CPU Cores in Worker Nodes (4, 8, 16, 32)
Number of Total Frames (150, 300, 900, 2700)
Partitioning Algorithm (Video, Spark,

Object, Entropy

Figure 3 shows that using Spark results in 50% decrease in pro-
cessing time, compared with using no distribution framework. This
establishes that using distributed computing is proven to be benefi-
cial for the given problem.

Figure 4 depicts that as the number of objects increase in the
frames, the processing time increases. This means that the workload
in the system is related to the average number of objects in each
scenario. This observation is important as it forms a necessary cri-
terion for differentiating between various partitioning algorithms.

Figure 5 show that as the computation power increases, the pro-
cessing times decreases. As the number of worker nodes increases,
the performance improves. Similar results were found when in-
creasing the number of cores.

Figure 6 shows that as the number of frames increase, the system
throughput also increases. This is an expected result because as the
size of the dataset increases, the throughput is expected to increase
as the impact on overall performance of fixed overheads due to
Spark, decreases with a larger dataset [1, 15].

Figure 7 shows the comparative performance of the different par-
titioning algorithms for two different scenarios, one on a busy street
with a large number of objects and one on a rural street with no
objects. By combining these scenarios a simulated dynamic video
is created where the number of objects are varying from one frame
to another. As shown, the worst performance was achieved by the
Video-based algorithm where each partition contains frames from
only one scenario which leads to uneven workload distribution. In
Video-based partitioning, certain partitions may turn into bottle-
necks due to the allocation of frames from scenarios with higher
workloads. Spark’s default partitioning algorithm was the second
worst in terms of performance. As described in Section 3.2.6, Spark’s
default partitioning algorithm relies on a random Hash partitioner
which may lead to a skewed data distribution. The randomness in
results can be seen as the standard deviation after 10 runs of the
algorithm is high, compared to the other algorithms analyzed in
this research. This implies that relying on Spark’s default algorithm
for data distribution in a dynamic video scenario may not always
give effective results. Object-based partitioning produced the best
results in Figure 7. However, as mentioned in Section 3.2.6, using
a single frame from each video to assess workload may lead to
inaccuracies in dynamic scenarios and may not be a good choice
to use for workload partitioning. If the video has varying number
of objects, then it is not sufficient to use one frame to estimate the
workload. Entropy-based partitioning produced comparable per-
formance results as Object-based. The entropy for each frame was
computed, making this approach the most accurate partitioning
algorithm as it is frame-specific. Furthermore, as shown in Figure
7, Entropy-based partitioning achieved an improvement of ~13%
in processing time when compared to Spark’s default partitioning
algorithm.

As mentioned in Section 3.2.6, for Entropy-based partitioning
a threshold parameter needs to be set so that the workload of
the frame can be classified. To experimentally find the threshold
value, three scenarios that had a large number of objects and three
scenarios that had a few objects were analyzed to calculate the
entropy of each frame (see Figure 8). Each bin in the histogram is
the number of frames that correspond to the energy value captured
in the x-axis. As shown in the figure, there is a clear difference
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between the two groupings. From these results, the threshold value
used in Algorithm 1 was set at 2.5 × 106, since this is the value that
can differentiate a high workload frame from a low workload frame.

Figure 3: Processing time for object detection versus distri-
bution framework.

Figure 4: Processing time for object detection versus average
number of objects in each frame.

Figure 5: Processing time for object detection versus number
of worker nodes.

Figure 6: Throughput versus total number of frames being
processed.

5 CONCLUSIONS
This paper demonstrated how parallel processing techniques de-
ployed on Apache Spark can be used to improve performance of the
deep learning based YOLOv3 model for detecting objects in videos.
First it was shown that using parallel processing is significantly
faster than using only TensorFlow with no parallel programming.
The results showed that as the number of objects in the videos
increased, the processing time also increased, this demonstrating
the correlation between the workload intensity and the number
of objects in the scenarios. As the computation power is increased
by adding more worker nodes or CPU cores, the performance im-
proved as well. Throughput was also found to be related to the
size of the videos. Different partitioning algorithms for dynamic
workload distribution were studied. The Entropy-based partition-
ing algorithm showed improved performance in processing the
detections when compared to Spark’s random partitioning.

6 FUTUREWORK
The preliminary results presented in this research open up several
items for future work which will include the following:

(i) The investigation of longer videos is one of the important
components of future work. For the initial work presented
in this pilot project, each video was 300 frames long. In the
results, it was shown that as the size of the dataset increases,
parallel processing becomes more beneficial. Therefore, ex-
perimentation with larger videos, that give rise to larger
datasets, need to be carried out. Furthermore, longer videos

Figure 7: Processing time for detection for different parti-
tioning algorithm.

Figure 8: Distribution of entropy grouped by number of ob-
jects.
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that have dynamically changing scenes need to be used to
further confirm the usefulness of Entropy-based partitioning.

(ii) The removal of redundant frames is expected to improve
system performance. In this paper, every single frame in the
video was used for detection; however, many of these frames
have overlapping information. Performance would improve
by sampling a fixed number of frames once a substantial
change has taken place. Algorithms for identifying redun-
dant frames will be investigated. Improving the latency of
object detection will also be useful for real time applications.

(iii) Incorporating the use of other deep learning models will be
another direction for future work. In this paper, the YOLOv3
model was used for object detection but there are newer
versions of YOLO models, the performance of which can
be compared with the results from this research. Other pre-
trained models such as EfficientNet will also be investigated.

(iv) Computing the accuracy of object detections would be in-
cluded in future work. In this research, the accuracy of the
bounding boxes were not computed. Metrics like mean Aver-
age Precision (mAP) and Jaccard index are used to determine
the accuracy of the bounding box. Analysis of the potential
trade-offs between speed and accuracy will be performed.

(v) Future workwill also look to distribute pixels from individual
frames among the different nodes using parallel processing.

(vi) The use of Graphical Processing Units (GPUs) will be used in
future work to study its impact in performance, given their
proven ability to speed up processing times in deep learning
applications [27].
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