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ABSTRACT
In the evolving landscape of software development and system op-
erations, the demand for automating traditionally manual tasks has
surged. Continuous operation and minimal downtimes highlight
the need for automated detection and remediation of runtime anom-
alies. Ansible, known for its scalable features, including high-level
abstraction and modularity, stands out as a reliable solution for
managing complex systems securely. The challenge lies in creat-
ing an on-the-spot Ansible solution for dynamic auto-remediation,
requiring a substantial dataset for in-context tuning of large lan-
guage models (LLMs). Our research introduces KubePlaybook, a
curated dataset with 130 natural language prompts for generat-
ing automation-focused remediation code scripts. After rigorous
manual testing, the generated code achieved an impressive 98.86%
accuracy rate, affirming the solution’s reliability and performance
in addressing dynamic auto-remediation complexities.
CCS CONCEPTS
• Computing methodologies→ Artificial intelligence; Natu-
ral language processing; • Information systems → Informa-
tion systems applications.
KEYWORDS
Kubernetes, Ansible Playbook, LLMs, GPT-4, Auto-remediation,
Microservices.
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1 INTRODUCTION
In the dynamic software development landscape, the adoption of
microservices has transformed scalability, flexibility, and agility
[33, 39]. Kubernetes (K8s) [22], a key orchestration tool, plays a cru-
cial role in managing microservices at scale, providing features like
auto-scaling and self-healing [3]. For smaller production settings
and local environments, MicroK8s, a lightweight K8s distribution,
proves valuable [20]. It includes all essential components of a full
K8s distribution, such as the API server, kubelet, and kubectl [21].
Kubectl, a vital command-line tool, simplifies the management and
interaction with K8s clusters, enabling users to deploy applications,
scale resources, create pods, and manage various K8s objects.
Despite advancements in autonomic and adaptive computing
[18, 35], many cloud services and applications still encounter
failures, necessitating manual intervention. Additionally, the
decentralized nature of microservices introduces complexity in
detecting and resolving root-cause incidents [2, 16].
In microservices environments, automation plays a pivotal role
in addressing complex issues swiftly [19]. AI-driven approaches
have been integrated into IT operations (AIOps) particularly
in self-healing processes using data-driven AI for automating
incident life cycles [43]. However, challenges persist in manually
creating remediation scripts, often relying on poorly organized
troubleshooting guides [17]. For on-call engineers (OCEs) dealing
with diverse anomalies across numerous services, the lack
of organized guides can be time-consuming [2]. Anomalies,
presenting differently or sharing traits across services, along with
unique configuration settings, require meticulous attention. Minor
script errors can lead to significant discrepancies, emphasizing
the need for effective remediation scripts to expedite incident
mitigation [18].
In response to these challenges, some researchers have turned
to leveraging pre-trained Large Language Models (LLMs) to
automatically generate remediation scripts based on identified root
causes, a methodology successfully applied in various use cases
[4, 5, 40]. Notable LLMs like CodeBert [7], Codex [5], LLaMa [38],
GPT-Neo, GPT-NeoX [42], and GPT-4 [32] demonstrate promise
for code generation tasks. While these techniques have been
extensively applied in general-purpose programming languages,
their adoption in IT domain-specific languages, particularly YAML,
has received less attention. YAML files play a crucial role in
defining and configuring key aspects of IT infrastructure [30]. In
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specific IT domains, such as those utilizing Ansible-YAML [12] to
manage infrastructure, the integration of LLMs can streamline
incident response. Companies leverage Ansible playbooks in
conjunction with K8s to design intelligent, automated responses to
root cause alerts, reducing the burden of routine firefighting tasks
on on-call engineers (OCEs).
While progress has been made in leveraging LLMs to generate
Ansible playbooks, the focus has predominantly been on en-
hancing productivity for existing users, with an emphasis on
code completion rather than the creation of entirely new code.
A critical requirement emerges for specialized Ansible playbook
generation LLMs tailored for auto-remediation, functioning as
an AI assistant for OCEs [19]. To address challenges related to
the cost and maintenance of traditional LLMs, researchers are
turning to the few-shot learning capabilities of LLMs [17, 37]. This
approach enables incident-specific code generation with minimal
examples, eliminating the need for extensive parameter tuning.
However, the effectiveness of these models is hindered by the lack
of open-source, high-quality prompts and playbook corpora [31].
To bridge this gap, we aim to create the KubePlaybook dataset,
dedicated to Ansible playbooks in the context of IT automation
and anomaly resolution within cloud-native environments. This
dataset is crucial for enhancing the few-shot learning capabilities
of LLMs, enabling them to autonomously generate more Ansible
Playbooks for auto-remediation throughout the incident life cycle.
Addressing these challenges brings us closer to realizing a fully
autonomous AIOps environment.
Contribution: This paper introduces KubePlaybook, publicly
accessible through a GitHub repository1, a dataset featuring 130
Ansible playbooks accompanied by natural language (NL) prompts
designed for code generation. NL prompts, serving as queries
or descriptions, instruct LLMs to generate task-specific code.
While the details about LLMs and prompts are not extensively
covered due to page limitations, each NL prompt in KubePlaybook
describes a root cause along with the operator’s query input.
Our evaluation process meticulously assesses the effectiveness
of NL prompts in generating appropriate Ansible playbooks.
Following this, we evaluate the functionality of each playbook by
applying them to a sample microservices application to ensure
their efficacy. The paper is structured as follows: Section 2 details
dataset collection, generation, and description. Section 3 presents
an experimental evaluation and results discussion. Subsequently,
Section 4 deliberates on our work, highlighting challenges. Section
5 reviews relevant literature, and Section 6 provides conclusion
and outlines future research directions.

2 KUBEPLAYBOOK FRAMEWORK
2.1 Data Collection & Generation
The development of the KubePlaybook repository employs a struc-
tured process as shown in Figure 1. We initially collect K8s Ansible
playbooks from GitHub [9] and Galaxy [8], along with kubectl shell
commands and real-time faults. Leveraging Ansible for systemman-
agement, which is more scalable than traditional shell commands
[14, 27], addresses automation challenges. To automate Ansible
1https://github.com/K8sPlayBook/KubePlaybook
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Figure 1: Overview of Building the Dataset

playbook creation for kubectl commands and faults, a playbooks
generation approach using GPT-4 is adopted. An incident remedia-
tion dataset is built using root cause alerts and operator input as
prompts. Few-shot learning on GPT-4 is applied to streamline the
process, following a method adapted by many researchers [17, 37].
Initiating with 10 random kubectl commands, each is transformed
into an Ansible playbook using purpose-specific prompts. The gen-
erated playbook, serving as the auto-remediation script, undergoes
testing and manual examination. Adjustments are made to prompts
until the desired Ansible-based remediation playbooks is obtained.
A robust prompt template is integrated into KubePlaybook along
with corresponding playbooks, and the few-shot learning dataset is
updated for deployment with GPT-4. This iterative process is consis-
tently applied to the initial 10 commands, tuning the GPT-4 model
with newly generated samples. Careful adjustments are made to
both prompts and playbooks, ensuring the creation of precise and
context-sensitive playbooks tailored for incident resolution. Having
generated and validated 10 structured prompt templates for auto-
remediation in microservices, the same prompt structure is applied
to the remaining 120 samples. The tuned GPT-4 model generates
playbooks for the entire dataset, ensuring a efficient approach to
incident resolution in the microservices environment.

2.2 Composition of NL Prompts
To translate Kubectl commands and address real-time faults into
valid Ansible playbook, it is crucial to construct well-defined
prompts that provide detailed information for the AI model.
This process involves crafting precise instructions to guide the
model in automatically resolving issues within microservices
architectures [30, 41]. Microservices architectures consist of
multiple independent services, and the initial step involves
specifying precise targets, such as host names, pod names, and
deployment names, in prompts for LLM-driven remediation based
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on root-cause alerts. Various anomaly detection models [34] and
multimodal root-cause models [23, 24] are available to identify this
information. This approach enables playbook to focus on specific
services, minimizing disruptions to others. The next step is to
define the desired automation actions, such as adjusting resources,
restarting services, or implementing fixes for specific events. This
action instructs the LLMs to generate Ansible playbook based
on root-cause actions. This information can be derived directly
from a root-cause mitigation recommendation model [2] or from
operators. An example of our structured prompt and Ansible code is
depicted in Figure 2. We selected smallest possible playbook for the
example. This prompt incorporates placeholders like <Host_Name>,
<Name_space>, and <Deployment_name> as indicators for inserting
concrete values or variables, streamlining the management of
deployments within a microservices framework. Additionally,
the provided prompt serves as a guide for those involved in
developing prompt templates using LLMs, demonstrating how
to structure prompts to facilitate the automated generation of
Ansible playbooks for addressing issues within microservices
architectures. For practical application, placeholders should be
replaced with actual values, and the resulting Ansible playbook
must be customized to meet the unique requirements of the specific
microservices environment and deployment details.

Figure 2: Sample of NL prompt & its corresponding Ansible
playbook generated using GPT-4.

2.3 KubePlaybook Description
The KubePlaybook dataset comprises NL prompts and Ansible play-
books, manifested as text and YAML files, respectively, aligning
with targeted K8s commands. Our repository, outlined in Table 1,
encompasses 130 Ansible playbooks categorized into three main
classes, each featuring pairs of playbooks and corresponding NL
prompts. According to Table 1, 62.3% of the playbooks focus on
essential K8s commands, 19.2% are sourced from Ansible Galaxy
and GitHub, and 18.5% are specifically designed for addressing
chaos-engineered operational faults [26]. This categorization high-
lights the diverse nature of the playbooks in our dataset, covering

aspects such as cluster management, real-time fault resolution, and
external contributions. Our objective extends beyond constructing
an Ansible playbook; we aim to extract meaningful NL prompts
from each code. The repository mirrors the categorization format in
directories for clarity and ease of navigation. As depicted in Figure
2, defining a placeholder in the prompt generates Ansible code that
extracts target deployment details and applies the ‘kubectl’ com-
mand to the specified service. Notably, our dataset has no external
package dependencies; it utilizes the latest versions of Ansible and
Kubernetes.

Table 1: Repository Overview Description

Categories List of Ansible Playbooks & Prompts

Generated Ansible
playbook using LLMs
Essential & common
for (configuration &

deployment)

Cluster Management (6), Daemonsets
(6), Deployments (6), Events (5), Image
name (1), Jobs (3), Logs (8), Namespaces
(6), Nodes (11), Pods (10), ReplicaSets (3),
Replication (2), Secrets (4), Service Ac-
counts (3), Services (4), StatefulSet (3)

62.3%

Ansible playbooks
from Galaxy &

GitHub
Collection of K8s tasks (25) 19.2%

Real-time faults

DNS errors (1), DNS fault (1), Node I/O
stress (1), Pod API latency (1), Overrides
the header values of API requests (1),
Node memory hog (1), Resources over-
load (2), Operational Error (4), Connec-
tion refused (6), Access denied (1), Lo-
gin failure (1), Process crash (1), System
stuck (1)

18.5%

3 EXPERIMENTAL SETUP & EVALUATION
3.1 Experiment Configuration
To guarantee the reliability and efficiency of Ansible playbooks
generated using GPT-4, a thorough evaluation process precedes
their production deployment. Our evaluation involved testing the
efficacy of the dataset to adapt few-shot learning on LLMs. We
utilized 10 samples for few-shot learning on GPT-4 and conducted
evaluations on 120 samples. We utilized the GPT-4 model, specif-
ically opting for the gpt-4-1106 [36]-preview version-recognized
as the latest and most proficient model for code comprehension
from OpenAI. Testing occurred on a t2.2xlarge EC2 instance with
Ubuntu, installing Robot-shop [1] and QoTD [11]. We validated
both syntactic correctness and functional soundness during this
crucial phase, focusing on the effectiveness of automated deploy-
ment. Hyperparameter tuning for GPT-4 was tailored to our needs,
utilizing maximum output length with 10 samples for few-shot data,
optimizing within token count limits. After iterative experimenta-
tion, optimal hyperparameters-temperature [10] at 0.6 and Top-P
[10] at (1.0)-were chosen to fine-tune the model’s performance for
precise YAML configurations from NL instructions. This meticu-
lous testing and tuning ensure robust Ansible playbooks, ready for
seamless deployment in real-world production environments.

3.2 Evaluation Methodology
We performed manual testing on each Ansible playbook on our
setup to ensure successful execution. The Average Correctness (AC)
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metric was employed for evaluation, focusing on the precision of
individual code blocks or sub-tasks within Ansible playbooks. These
sub-tasks, crucial units in Ansible, encompass actions like package
installations, service configurations, or file transfers, influencing
the overall playbook accuracy. The ACmetric is defined by Equation
1, evaluating the accuracy of generated Ansible playbooks. For each
Ansible playbook code (APC), AC computes the accuracy per task
by comparing the correctly executed tasks (C) to the total tasks (n)
in that APC . The accuracy ratios of all tasks across all APCs are
summed, providing an aggregate view of performance. The final AC
value represents the average of these task accuracy ratios, obtained
by dividing the sum by the total number ofAPCs (m). This nuanced
approach offers insights into the quality of individual code blocks
beyond a binary overall judgment.

AC =

∑m
j=1(Cj/Nj ∗ 100)

m
∗ 100 (1)

We refrained from utilizing other lexical metrics such as BLEU-4
[28] or semantic metrics like BERTScore[28] due to the unavailabil-
ity of ground truth. Table 2 presents the performance metrics, high-
lighting GPT-4’s exceptional accuracy in generating Ansible play-
book. With a 98.86% accuracy rate for code pertaining to Kubectl
commands. Additionally, when assessed against 24 real-time faults,
GPT-4 achieved a 92.36% accuracy rate. This stands in stark contrast
to a 60% accuracy rate for identical tasks performed by humans.

Table 2: Evaluation of Ansible playbooks

Task Source Accuracy

Kubectl command 98.86%
Code was written by a human from GitHub 60%

Real-time fault 92.36%

4 DISCUSSION & CHALLENGES
To foster operator trust in automated code generation for
expediting incident resolution, a large, real-world dataset is
crucial for fine-tuning models. Towards this, our dataset serves
as a valuable starting point. We devised a specific pattern for
constructing prompts using operator inputs, recognizing the
potential variations across industries. The evaluation involved
testing prompt construction and Ansible playbook generation on
e-commerce microservice applications like robot-shop and QoTD
using Kubectl. However, it’s important to note that these results
may not universally apply to different microservice applications
and tools. Additionally, while the GPT-4 were instruction-tuned
and evaluated to generate a specific dataset, variations in results
and accuracy may occur for different datasets. Rigorous manual
tweaking and testing were performed to ensure the reliability of
each playbook on our setup.

5 RELATEDWORK & APPLICATION
Benchmark datasets have become crucial for advancing applied AI
research, particularly as the demand for evaluating models across
diverse applications grows. Among the key contributions to this
area, Hendrycks et al.[13] pioneered the assessment of large trans-
former language models in competitive programming with the in-
troduction of the APPS dataset, featuring 10,000 coding competition

problems. The CodeXGLUE [25] and CodeSearchNet [15] datasets
further extend the toolset for researchers with tasks ranging from
code summarization to code translation, and offering professional
annotations for NL queries across several programming languages.
However, Ansible was not considered. 20-MAD [6] is a dataset that
links the commit and issue data of the Mozilla and Apache projects.
Our work distinguishes itself by focusing on the generation of Ansi-
ble playbooks, a niche not covered by the aforementioned datasets
that primarily utilize NL for code generation. Although the work of
Ahmed et al.[2] is closely related through its use of LLMs for text
generation, our emphasis remains on code generation. Moreover,
unlike the Andromeda [29], which provides an overview of the
Ansible Galaxy ecosystem, our dataset is specifically tailored for
training LLMs with generated and scraped Ansible playbooks along
with their associated prompts. To our knowledge, KubePlaybook
is the starting point for K8s-based Ansible playbook benchmark
dataset crafted using LLMs. Aimed at auto-remediation microser-
vices, it sets a new precedent for employing LLM-generated datasets
in practical applications. Table 3 outlines the distinctions between
the current cutting-edge research initiatives and our methodology.
This includes the employment of LLMs for the generation of the
Ansible playbook, the automation of code scraping techniques, the
detailed generation of report descriptions, and the careful crafting
involved in prompt engineering.

Table 3: Comparison between state-of-the-art research
and our approach.

References LLMs
usage

Scraped
repositories

Ansible
playbook

NL
prompts

Paper [2] ✗ ✓ ✗ ✓

Paper [5] ✗ ✓ ✗ ✗

Paper [6] ✗ ✓ ✗ ✗

Paper [13] ✓ ✗ ✗ ✗

Paper [15] ✓ ✓ ✗ ✗

Paper [25] ✓ ✗ ✗ ✗

Paper [29] ✗ ✓ ✓ ✗

Our Dataset ✓ ✓ ✓ ✓

6 CONCLUSION & FUTURE DIRECTIONS
In conclusion, while the application of AI, especially LLMs, in au-
tomating IT operations holds promise for self-healing mechanisms,
challenges persist in applying these advancements to IT-centric lan-
guages like YAML. The introduction of the KubePlaybook dataset,
comprising 130 NL prompts and Ansible playbooks, represents a
significant step towards addressing this gap. It facilitates the con-
textual learning of LLMs to generate Ansible-YAML scripts for
automated remediation tasks, a pivotal development for advancing
IT automation in cloud-native environments. It is poised to enhance
incident response in the dynamic realm of IT operations. Future
research may focus on augmenting playbook quality by incorpo-
rating more real-time fault data examples. The manual creation
of corresponding NL prompts for each script, a meticulous and
time-consuming process, motivates us to explore automatic prompt
generation for auto-remediation tasks in microservices environ-
ments. Additionally, investigating the performance and adaptability
of different LLMs for playbook generation presents a potential area
of exploration.
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