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ABSTRACT
Model transformation languages are special-purpose languages,
which are designed to define transformations as comfortably as
possible, i.e., often in a declarative way. Typically, developers create
their transformations based on small input models which systemat-
ically cover the language of the input models. This makes it difficult
for the developers to estimate how the transformations would per-
form for a large and diverse set of input models.

Hence, developers would benefit from an approach for predicting
the performance of model transformations based on just abstract
characteristics of input models. Regression approaches based onma-
chine learning lend themselves well to such predictions. However,
it is currently unknown, whether and which regression approach is
suitable in this context as well as how a model should be abstractly
characterized for this purpose.

We conducted several experiments to analyze how well dif-
ferent machine learning methods predict the execution time of
model transformations defined in the Atlas Transformation Lan-
guage (ATL) transformations for distinct sets of model characteris-
tics. As possible methods, we have investigated linear regression,
random forests and support vector regression using a radial basis
function kernel.

The results of our experiments show that support vector regres-
sion is the best choice in terms of usability and prediction accuracy
for the model transformation modules covered in our experiments
and is thus suited for a prediction approach. In addition, simple
model characterizations based only on the number of model ele-
ments, the number of references, and the number of attributes are
a suitable way to easily describe a model and to achieve decent
prediction accuracy.
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1 INTRODUCTION
Model-Driven Engineering is used in multiple areas and, particu-
larly, in the area of cyber-physical systems [47]. Model transfor-
mations as technology are used, e.g., to translate models in one
formalism into models in another formalism, e.g. transforming UML
to Alloy [4], or to update models@run.time in order to trigger a
reconfiguration of a self-adaptive system [71]. In the past, many
different model transformation languages like the Atlas Transforma-
tion Language (ATL) [39], Henshin [59], QVTo [51] or Viatra [66]
have been proposed.

Götz et al. have identified 15 different categories of advantages
and disadvantages of model transformation languages in their re-
cent Systematic Literature Review [27]. Performance is one of these
categories, as researchers continuously work to improve the perfor-
mance of the execution of model transformation rules. The impor-
tance of performance is also shown by the results of an interview
study [28] that we conducted previously.

However, many of the interviewees mention not only the core
performance of the execution as an important aspect but also would
like to have an easy-to-use approach to be able to predict the perfor-
mance of a model transformation for varying model characteristics,
i.e., sizes and structures of input models. This is known as what-if
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analysis in the Performance Engineering research area [13, p. 78].
Our interviewees report manual and ad-hoc approaches for this pre-
diction. This prediction is not a trivial task as model transformation
languages are often declarative and do not describe the concrete
execution steps but leave this as implementation and optimization
detail to the execution engine.

In order to realize this vision of a what-if performance analysis
for model transformations, we need to predict the execution time of
a given transformation based on characteristics of the input model.
The contribution of this paper is such a prediction approach. Partic-
ularly, we investigate how well different types of machine learning
methods predict the execution time of model transformations spec-
ified in ATL based on different sets of model characteristics.

Specifically, we answer the following research questions:

RQ1: How well do different machine learning methods predict
the execution time of an ATL transformation?

RQ2: How well do those machine learning methods perform
for different feature sets of model characteristics?

We answer our research questions by comparing linear regres-
sion, random forest regression, and support vector regression using
a radial basis function kernel. Our comparison is based on a set of
real world models provided by Kögel and Tichy [43] and obtained
by mining GitHub repositories, as well as ATL transformations
from the ATL zoo [21].

With respect to RQ1, our results show that depending on the
transformation module and characterization of a model the linear
regression approach yields an acceptable mean absolute percentage
error (MAPE) of 1.54%. The random forest regression and support
vector regression provide good predictions depending on the model
characterization, as they only misestimated by less than 4% in 75%
of the predictions. With respect to RQ2, the best compromise of
prediction quality and usability is the support vector regression
with model characteristics describing the number of objects, the
number of references and the number of attributes. Its resulting
MAPE lies between 2.07% and 10.63%. But our experiments also
demonstrate a limitation. Currently, we cannot predict the execu-
tion time of transforming attribute values having an arbitrary size
with a high variance that is not depending on the structure of the
model, e.g., comments defined as string attributes. In such a case
our approach achieves in the best case a MAPE of 1,010.91%.

In the next section, we introduce the aims and foundations of
predicting the execution time, particularly, the investigated features
of model characteristics. We present the relevant background of the
used machine learning methods as well as the employed prediction
performancemetrics in Section 3. In Section 4, we present the design
of our experiments. The results of the experiments are presented
in Section 5. After a discussion on related work in Section 6, we
conclude and give an outlook on future work in Section 7.

2 PREDICTION
The prediction approach is the key component of a what-if analysis.
This analysis provides a closer look at the behavior of a system or
can assist in decisionmaking [26, 54]. A developer can, e.g., examine
how the execution time of an ATL transformation changes if the in-
put model used consists of several thousands model elements. Then,
the developer can decide whether the performance is sufficient, the

Table 1: Overview of the feature sets.

Feature
Feature Set 1 2 3 4 5 6 7 8

Number of model elements (only
objects)

X X X

Number of references X X
Number of attributes X

Number of model elements per
type

X X X X X

� Fan-In per model element type X X
� Fan-Out per model element
type

X X

Number of attributes per attribute
type

X

� Fan-In per model element type
and per reference type

X X

� Fan-Out per model element
type and per reference type

X X

Number of attributes per model el-
ement type and per attribute type

X

transformation should be optimized, or the transformation should
be replaced with another technology.

With the help of a prediction approach developers can easily
analyze the influence of arbitrarily largemodels of varying structure
on the execution time. By describing the input model based on its
characteristics for the prediction, the very time consuming manual
creation of large and realistic models is no longer necessary. The
manual creation of very large models is also very complex, since a
model must usually satisfy semantic conditions to be realistic.

To realize a prediction, there are two requirements: 1) a function
that maps given characteristics of a model to a predicted execution
time and 2) a way to characterize a model that contains all the
necessary information for a prediction. To fulfill requirement 1,
we performed experiments to compare linear regression, random
forests and support vector regression using a radial basis function
kernel. We also examined different characteristics of a model, since
a suitable way to characterize a model (requirement 2) based on
which one can predict the execution time of a transformation is
currently unknown to the best of our knowledge.

Based on our experience with model transformations and their
performance, we systematically defined characteristics to describe
a model. We incrementally defined metrics (features) that describe
a model in increasing degrees of detail, and then used their union
as feature sets. The idea is always to add another piece of informa-
tion to a metric by adding structural or type information. We also
considered possible performance metrics for transformations that
we have summarized in our data set [32].

The feature sets in Table 1 are divided into three groups, which
differ in the amount of type information they contain. Within each
group the feature sets differ in the amount of structural information
they contain. We use a simple meta model and model (cf. Figure 1)
to illustrate the feature sets in Table 1. Note that the models we use
are directed typed graphs specified by metamodels.
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Figure 1: Metamodel and model of a simple bank.

The first group contains the feature sets 1 to 3, which cover
increasing levels of structural information. Feature set 1 contains
the total number of model elements regardless of which meta class
they belong to. Feature set 2 extends that by the total number of
references between the model elements irrespective of reference
types. Feature set 3 then extends that by the total number of all
attribute values. In our example (cf. bottom of Figure 1), the number
of model elements is 3 (the client Alice, the manager Bob and the
Union Bank), the number of references is 2 (staff between the
manager Bob and the Union Bank and clients between the client
Alice and the Union Bank) and the number of attributes is 4.

Group 2 contains the feature sets 4 to 6. These feature sets resem-
ble the feature sets 1 to 3. However, they contain features for each
type instead of a single feature, i.e., these feature sets contain three
features each covering the number of instances of Bank, Client,
resp. Manager for our example. Similarly, a feature, which contains
the average Fan-In (incoming references) resp. Fan-Out (outgoing
references) to characterize the references in more detail, is included
in feature set 5 for each of the three types. Finally, feature set 6
extends that by containing the number of attributes for the type
of each attribute, i.e., distinguishing String and Integer attributes
in our illustrative example. For example, feature set 6 consists of
11 features for the input model at the bottom of Figure 1. Three
features specifying that there is one bank, one client, and one man-
ager in the model (these features are also part of feature set 4 and
5). Six features specifying the average Fan-In and Fan-Out of the
bank, the client and the manager (these features are also part of
feature set 5). The bank has an average Fan-In of 0 because it has
no incoming references and an average Fan-Out of 2 because it
references the client and manager. The client and manager both
have an average Fan-In of 1, since they are referenced by the bank,
and an average Fan-Out of 0. Furthermore, feature set 6 contains
a feature for String attributes with the value 3 and a feature for
Integer attributes with the value 1.

Group 3 contains the feature sets 7 and 8 that provide more
details w.r.t. types of references as well as attributes. The model
elements are not extended any further, since no additional type
information is available for them. Feature sets 7 and 8 include
features that differentiate the average Fan-In and Fan-Out for each
reference type. In our illustrative example, features sets 7 and 8
include two features covering the average Fan-Out of the references
clients and staff, respectively. This means in our example that for
the Union Bank the average Fan-Out of the references clients is
1 and the average Fan-Out of the references staff is also 1. The
feature sets in group 2 in contrast only contain one feature for
the average Fan-Out of all references of the Bank element type.
Feature set 8 extends feature set 7 by the number of attributes for
the type of each attribute and the type of the associated model

element, i.e., four features forManager.name, Bank.name, Client.age,
and Client.name result for our example. For the example model at
the bottom of Figure 1, feature set 8 consists of 11 features. Three
features specifying that there is a bank, a client, and a manager in
the model (these features are also part of feature set 4, 5, 6 and 7).
Two features specifying the average Fan-Out of the bank and two
features specifying the average Fan-In of the client and the manager
(these features are also part of feature set 7). One feature represents
the average Fan-Out of the bank per reference type clients and one
feature represents the average Fan-Out of the bank per reference
type staff. Both of these features have the value 1 in our example.
The average Fan-In of the client per reference type clients and
average Fan-In of the manager per reference type staff have the
value 1. Note, we do not include the average Fan-In/Fan-Out per
model element type and per reference type for the model elements
without any incoming/outgoing references, as this would result
in feature sets containing a lot of features with a constant value
of 0 (we discuss constant feature values in Section 4). As already
mentioned, feature set 8 also contains 4 features representing the
number of attributes per model element type and per attribute type.

The models we use also support inheritance between model
element types. For example, we could extend our metamodel so
that the typesClient andManager inherit from amodel element type
Person, which has an attribute Person.name. This would eliminate
the need to define a corresponding attribute in the Client and in
the Manager in the metamodel. Such a concept has naturally an
impact on the performance of a transformation, because if the
transformation considers, e.g., only model elements of the type
Person, the number of possible model elements that are transformed
is probably larger than if the transformation considers only model
elements of the typeManager. This effect is reflected in our features
by considering the inheritance hierarchy when quantifying the
features for each model, e.g., “number of elements per type” is
defined for the type being inherited from as well as for the type
that inherits. Where the former feature is then a superset of the
latter one. With regard to our previously described example, this
means that we have one feature presenting the number of elements
of the type Client, which has the value 1 (the client Alice) for our
example model in Figure 1. We have another feature presenting the
number of elements of the typeManager, which has the value 1 (the
manager Bob). And we have a third feature presenting the number
of elements of the type Person, which has the value 2 (the client
Alice and the manager Bob) for our example model in Figure 1,
since it represents all model elements of the type Person as well as
all model elements that inherit from the type Person.

3 REGRESSION ANALYSIS METHODS
In this section, we first provide the definition of regression tasks.
Subsequently, we summarize three popular regression approaches
and define the metrics we use for evaluating the prediction quality.

3.1 Formalization
Let X ⊂ Rd , d ∈ N, be a d-dimensional data set. Furthermore, let
Y ⊂ R be the set of target labels. By N = |X | = |Y |, we denote
the number of elements in the sets X and Y . In a regression task,
defined by the set (X ,Y ) = {(xi ,yi )}

N
i=1 ⊂ X × Y , each data point
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xi ∈ X is assigned to its corresponding target yi ∈ Y .
The goal of each regression task is to find amapping f : Rd → R,

such that f (xi ) ≈ yi ,∀i = 1, . . . ,N , i.e., such that the evaluation of
f at data point xi is close to its corresponding true target label yi ,
for all data samples (xi ,yi ) ∈ (X ,Y ) [52, p. 1-2].

In this work, the analyzed feature space reflects the different
model characteristics. Therefore, each model is defined by an x ∈

Rd , whereby the entries of vector x contain the features introduced
in Table 1, such as the number of model elements. The set Y simply
contains the corresponding execution time, for transforming each
of the input models.

3.2 Ordinary Least Squares Linear Regression
One way of finding a mapping f with the properties described
above is given by the ordinary least squares (OLS) method, which
is also used in the field of machine learning. In the general OLS
approach, the mapping f is obtained by minimizing the sum of the
squared differences between the true target values and the approxi-
mated target values. Thus, we have to determinemin

∑N
i=1 ∆

2
i , with

∆i := f (xi ) − yi ,∀i = 1, . . . ,N . To this end, the type of the current
regression function must be specified at first.

More precisely, in a linear setting, f is simply defined as f (x) =
α0 +

∑d
k=1 αkx

(k ), αk ∈ R,∀k = 0, . . . ,d , whereby x (k ) denotes the
k-th dimension (i.e., the k-th feature of a data point x ∈ X ). Let
X ∈ RN×d+1 be defined as the matrix that contains all data points
of X as row vectors extended by a leading one, i.e., the i-th row of
matrix X is equal to (1, x (1)i , . . . , x

(d )
i ). Furthermore, let α ∈ Rd+1

be the vector consisting of the coefficients αi , i = 0, . . . ,d , and
y = (y1, . . . ,yN )T be the vector consisting of the corresponding
target labels. Then, to determine the regression function f , we have
to solve the following equation system,

min
α ∈Rd+1

N∑
i=1

∆2
i = min

α ∈Rd+1
∥Xα − y∥2, (1)

whereby ∥ · ∥ denotes the Euclidean distance. In case the matrix
XTX is invertible, the solution of Eq. (1), and hence the regression
function, is given by α = (XTX)−1XTy [60, p. 52-53]. In this work,
we will denote this approach simply by linear regression (LR).

3.3 Random Forests
In the field of supervised machine learning, Breiman et al. intro-
duced the concept of classification and regression tree (CART) mod-
els [17], which are often simply denoted as decision trees. Thus, a
decision tree is either a classification or a regression tree model.

The general training process of a decision tree can be briefly sum-
marized as follows. Based on a pre-defined split criterion, e.g., the
mean squared error, one of the features, i.e., input variables, is used
to separate the initial training set into two subsets. The split cri-
terion is used to obtain the best split to differentiate the training
samples, with respect to their target values. Subsequently, each
of the resulting subsets is divided analogously, until a pre-defined
stop criterion is met. This procedure leads to a tree-based structure
where each node is defined by its corresponding split rule, such as
“is the statement feature i ≤ θ true?”, whereby θ ∈ R is obtained
during the training process. Each of the tree’s branches leads to a

terminal node, denoted as leaf. To predict the target label of a data
point z ∈ Rd , the features of z are fed to the decision tree, leading
to exactly one of the leaves. For a regression tree, the target label
of z is calculated as the average value of the target labels specific
to the training samples that are included in the corresponding leaf.

It is common to apply ensembles of decision models [9, 45], due
to a generally higher robustness and generalization ability. A re-
gression ensemble is simply a set of regression models. A popular
decision tree-based ensemble approach is the random forest (RF)
method, which was introduced by Breiman [16]. In the basic RF
variant, each ensemble member, i.e., decision tree, is trained in com-
bination with a randomly chosen data- and feature subset of the
fully available training set. More precisely, based on the training set
X = {x1, . . . , xN } ⊂ Rd , for each ensemble member, we randomly
draw Ñ ≤ N data points. Moreover, for each of the resulting data
subsets, we randomly draw d̃ ≤ d features. The corresponding
decision tree is then trained based on the obtained data- and fea-
ture training subset, in combination with the target labels of the
randomly chosen data points.

To train a basic RF model, one has to specify the number of
decision trees, the fraction of randomly drawn data points, and
the fraction of randomly chosen features. In general, the ensemble
member-specific training data points are sampled with replacement.
This additionally ensures a variety in the size of the individually
obtained, ensemble member-specific training sets. In general, the
training subsets are randomly drawn according to the distribution
of the initial, i.e., fully available, training set. This ensures that the
individual training subsets reflect the initial data distribution.

To predict the value of a data point z ∈ Rd , each of the ensemble
members is evaluated in combination with z. The final prediction is
obtained by averaging the outputs of each decision tree. Note that
the RF approach does not provide any specific regression function.

3.4 Support Vector Regression
Another popular machine learning-based model used for classifi-
cation and regression is the support vector machine, which was
introduced by Vapnik [64]. Concerning support vector regression
(SVR), the goal is to find a smooth linear function f : x 7→ αT x +α0,
which leads to the minimization of the term 1

2α
T α subject to the

constraint |yi − (αT xi + α0)| ≤ ϵ, ∀i = 1, . . . ,N , whereby ϵ > 0
is a pre-defined error tolerance. Since there is no guarantee for the
existence of a function f that satisfies the aforementioned con-
straints, the idea of the SVR approach is to introduce so-called slack
variables, denoted by ζ −i , ζ

+
i ≥ 0, which allow higher regression

errors. This leads to the following optimization problem,

min
α ∈Rd

1
2
αT α +C

N∑
i=1

ζ −i + ζ
+
i ,

subject to ∀i = 1, . . . ,N :

yi − (αT xi + α0) ≤ ϵ + ζ −i ,

(αT xi + α0) − yi ≤ ϵ + ζ +i .

The parameter C regulates the penalty term with respect to the
number of points violating the error tolerance.

Since the linear model is not always suitable for a given regres-
sion task, there are so-called kernel functions (kernels), which are
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used to replace the dot product and transfer the data into a higher-
dimensional space. For instance, using the radial basis function
kernel, the dot product between x and z, x, z ∈ Rd , is replaced by
k(x, z) = exp(−γ ∥x − z∥2), for some γ > 0. In our experiments we
use the SVR approach with a radial basis function kernel.

3.5 Choice of Regression Analysis Approaches
There exists a plethora of different regression models. The current
trend is dominated by (deep) artificial neural network (ANN) ar-
chitectures [10, 46]. However, ANNs require a sufficient amount of
training data to avoid overfitting. In addition, according to Saleh [58,
p. 41], neural networks have a long training time compared to tra-
ditional machine learning approaches, apart from requiring an
extremely large amount of training data. In particular, the need
for input data would severely limit the usability of our prediction
approach, as we discovered in our interviews [29] that there is
already a lack of models to perform performance tests.

Due to the small to high amount of input models, as well as some
low-dimensional feature spaces (1 ≤ d ≤ 1, 964), we decided to
focus on the LR, SVR and RF-based regression approaches. They
are popular machine learning tools that are widely used in simple
and complex pattern recognition tasks, such as in pain intensity
recognition scenarios [8, 61].

3.6 Performance Evaluation Metrics
There exist different measures to determine the quality of regres-
sion models. To this end, let Z = {(zi ,yi )}

N
i=1 ⊂ Rd ×R be a test set.

Furthermore, let ŷi denote the corresponding predicted values, spe-
cific to the data points zi , i = 1, . . . ,N , obtained by the approaches
LR, RF or SVR. We focus on the mean absolute percentage error
(MAPE) [50] and on the absolute percentage error (APE) which are
defined as follows,

MAPE =
1
N

N∑
i=1

����yi − ŷi
yi

���� , (2)

APEi =
����yi − ŷi

yi

���� , ∀i = 1, . . . ,N . (3)

Equation (2) and (3) imply that the MAPE measure and the APE
measure are not defined if yi = 0. However, note that, we want to
approximate the execution time. Therefore, it holds, yi , 0,∀i =
1, . . . ,N . In order to assess the distribution of the predicted val-
ues, we use the 95th percentile of the absolute percentage error
(P95(APE)). We use the P95(APE), since it is robust against outliers
and provides an upper bound for the APE below which 95% of the
values lie. Based on the suggestion from Hyndman and Fan [37], we
used the median unbiased method of NumPy in case the percentile
lies between two data points.

4 EXPERIMENTS DESIGN
The design of our experiments can be divided into five parts. We
selected transformation modules and suitable input models. Then,
we collected the data, planned the detailed setup of the experiments
and defined evaluation criteria that we use to evaluate our results.
Transformation module selection: Our choice of transforma-
tion modules is influenced by three factors: 1) the transformations

should be as different as possible 2) the structure of the input mod-
els transformed should be as different as possible and 3) enough real
input models should be available to train the regression approaches.

Considering these factors, we use the transformation modules
EMF2KM3 (EMF2KM3), Make to Ant (MAKE2ANT ), ATL to Bind-
ingDebugger (ATL2Debugger), ATL to Problem (ATL2Problem) and
ATL to Tracer (ATL2Tracer) from the ATL zoo [21]. We reimple-
mented the transformation Models Measurement (EMF2Measure)
from the ATL zoo [21] to transform Ecore metamodels [1] instead
of KM3 [40] models. We also had to partially modify some transfor-
mations to execute them. The necessary changes are documented
in our supplementary material [30].

EMF2KM3 transforms Ecore metamodels [1] into KM3 [40] mod-
els. This is a simple translation from one model formalism into
another one, for which we can use real Ecore metamodels from
the data set from Kögel and Tichy [43]. EMF2Measure performs
complex computations of metrics for Ecore metamodels. Thus, we
can compare two different types of transformations on the same
real input models.

MAKE2ANT transforms Makefiles into Ant files. Compared to
Ecore metamodels, the transformed Makefile models are very flat
and the model elements are less branched among themselves.

ATL2Debugger adds debugging instructions to an ATL trans-
formation and ATL2Tracer adds tracing information to an ATL
transformation. We included these two modules because they do
not create new output models but update the given input models
resp. ATL transformations.

ATL2Problem analyzes a given ATL transformation to identify
non-structural errors. Thus, it implements a simple translation
between twomodel formalisms by generating an error report model,
but also contains complex analysis code.
Inputmodel selection: For the model selection, we paid attention
to choose real-world input models.

We used the data set from Kögel and Tichy [43] to obtain input
models for EMF2KM3 and EMF2Measure. This data set contains
31,799 Ecore metamodels including their version history. We al-
ways selected the newest version and excluded all models that could
not be transformed or not be parsed due to unresolved dependen-
cies. In total, we obtained 4,804 models as input for EMF2KM3. For
EMF2Measure, we obtained 4,797 models. The different numbers
result from the fact that EMF2KM3 throws an exception for a model
that can be transformed by EMF2Measure. And while performing
EMF2Measure, 5 models caused stack overflow errors and for 3
models the execution did not terminate.

In order to obtain real Makefiles for MAKE2ANT, we mined
GitHub via its REST API on the 22nd of April 2021 using the query
q=language:makefile. The search API provides the first 1,000 search
results for a query [25], which we filtered by parsable Makefiles and
available suitable licenses. This way we received 247 real Makefiles.

We use the transformations available at the ATL zoo [21] as
input models for ATL2Debugger, ATL2Tracer and ATL2Problem. We
filtered out duplicates, ATL queries and ATL libraries, which are not
transformed by these three transformations. This way we obtained
220 ATL modules that we use as input models.
Data collection: In order to avoid including model elements in our
feature sets which are not touched by a transformation, we man-
ually analyzed the transformation modules to identify the types
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of model elements, which are involved in the transformation. In
this analysis, we have also taken into account the inheritance hi-
erarchies specified by the corresponding metamodel. This means
that if a model transformation touches a model element of a certain
type, all types inheriting from it are also relevant types to be con-
sidered. To create our feature sets, we subsequently collected only
the information on the model elements that belong to a relevant
type. If we would collect information about all elements in an input
model, the regression approaches could learn associations that do
not exist because they have received information that has no impact
on the execution time. The prediction could then depend, e.g., on
EAnnotations, which are used with varying frequency in Ecore
metamodels but are not considered at all in EMF2KM3. There are
two things to note, first this manual analysis could be automated
with a type inference for ATL transformations. Second, we can
ignore the irrelevant model elements, since we only predict the
execution time of the transformation and not the loading or the
saving of the models.

Table 2: Overview of the modules and input models used.

Relevant Execution
Module Model Elements Time [ms]

Min Max Min Max
EMF2KM3 1 17,453 3.0 309.2
EMF2Measure 1 13,401 5.0 47,707.2
MAKE2ANT 1 196 0.9 2.16
ATL2Debugger 1 3,441 0.8 1,371.7
ATL2Tracer 15 7,574 13 2,484
ATL2Problem 20 11,674 4 10,104

After we determined for each transformation module the rele-
vant model element types, we collected the data for our feature
sets summarized in Table 1 using our own Eclipse Plugin (avail-
able here [30]). We monitored the execution times in ms with Java
Microbenchmark Harness (JMH) [2]. The measured time values
were rounded to zero, one or two decimal places, depending on
the module, based on the reported errors in the result report of the
JMH measurements to mitigate measurement errors.

Based on the obtained data, we can characterize the transforma-
tion modules and the input models as summarized in Table 2, in
which the first double column (Relevant Model Elements) shows
for each module used the lowest (Min) and the highest (Max) num-
ber of relevant model elements that we counted in the available
input models. In the second double column (Execution Time [ms]),
Table 2 shows for each module the smallest (Min) and the largest
(Max) execution time that we measured for the respective available
input models.
Experiments set-up: In the design of our experiments, we focus
on two objectives: First, we compare the three different machine
learning approaches on the basis of the feature sets we defined in
Table 1. Second, we investigate whether our individual feature sets
yield better prediction results than feature sets based on a feature
selection method using the variance of features [15, p. 187].

For each combination of feature set and machine learning, we
performed a 10-fold cross-validation evaluation [11], consisting

of dividing the input data into 10 test-set-training-set pairs. We
removed the featureswith a variance of 0 from the respective feature
set for each run. Such features are a constant value over all models
and, therefore provide no useful information for the prediction.

We re-ran our experiments using a feature selection method
based on the variance of the features, to compare the resulting
predictions to the results yielded by our feature sets. We used the
union of all feature sets from Table 1 as the basis and calculated for
each feature its variance. Afterwards, each feature is removed from
the feature set whose variance falls below a given threshold value.
Filtering features based on their variance is also called Variance
Thresholding and is a basic technique for feature selection. This
feature selection method is based on the assumption that features
with a small variance have little benefit as input than features with
a high variance [3].

In the following we use VARF to denote the variance of one
feature and VARFS to denote the set of all variances for each feature
in a feature set. We use a variance of 0 (VARF>0) as a threshold,
as well as the 75th (VARF>P75(VARFS)), 85th (VARF>P85(VARFS)),
95th (VARF>P95(VARFS)), and 99th (VARF>P99(VARFS)) percentile
of the set of all variances of each feature from the union of all
feature sets as further thresholds. This means we remove all fea-
tures from the union of all feature sets with a constant value
(VARF>0). And for the other thresholds, we retain only X-% of
the features with the highest variance removing those below the
given variance threshold. Whereby we vary X in the different exper-
iments between 25% (VARF>P75(VARFS)), 15% (VARF>P85(VARFS)),
5% (VARF>P95(VARFS)) and 1% (VARF>P99(VARFS)). We decided to
use these thresholds since many of our features have a very small
variance. For the calculation of the percentiles, we used the linear
method provided by NumPy in Python since the use of the median
unbiased method in combination with the 99th percentile resulted
in an empty feature set for MAKE2ANT.

Note, reducing the feature set to the necessary features is al-
ways advisable, as this reduces the computational overhead and
reduces the risk of overfitting, especially for linear regression ap-
proaches [41, p. 173-174]. We also normalized the values of the
features in order to balance their influence, since some of them
have large differences in their value ranges [44, p. 48].

We used Scikit-learn [53] to implement the three machine learn-
ing approaches. We did not further configure the LR approach.
In the implementation of the SVR and the RF approach, we also
optimizes their hyperparameters. To select the possible values of
the hyperparameters C and γ for the SVR approach, we used the
suggestions of Hsu et al. [35]. For the RF approach, we optimized
the number of threes and the number of samples required to be
at a leaf node using the default values from Scikit-learn and the
values suggested by Probst et al. [57]. Probst et al. [57] mentions
more hyperparameters than the two we optimized, but these are
either not offered by Scikit-learn or the proposals lead to invalid
values for some of our feature sets. We used a seed to reproduce
our results and we provide the data and scripts in [30].
Evaluation criteria:To evaluate the results of our experiments, we
evaluate the quality of the predictions based on the errors. For this
purpose, we focus on the mean absolute percentage error (MAPE)
in %, the absolute percentage error (APE) in % and the 95th per-
centile of the absolute percentage error (P95(APE)) in %. A good
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combination of feature set and approach is characterized by a high
accuracy (small values for the MAPE, the APE and the P95(APE)) of
the predictions. In analyzing the results, we proceed in two phases.
First, we consider the individual results for each combination of
transformation module, feature set, and machine learning approach.
The goal here is to check whether there are combinations that de-
liver particularly good results or are completely useless predictions.
In the second phase, we consider the MAPE and the P95(APE) over
all modules (excluding ATL2Tracer, cf. our 3rd finding) for all com-
binations of machine learning approach and feature set. The aim
in the phase is to compare the combinations of feature set and
machine learning approach over all modules that yield the smallest
values for the MAPE and the P95(APE) to subsequently answer our
research questions.

4.1 Threats to Validity
In this section, we discuss the major threats to validity of our study
based on the guidelines by Wohlin et al. [72, p. 102-110].
Conclusion validity: There may be other approaches that provide
better predictions than the ones we investigated. We chose the
approaches examined, because we want an approach that works
out-of-the-box so we can use it as a basis for our what-if analysis.

There may be a combination and encoding of model charac-
teristics that can provide better predictions than those we have
investigated. The feature sets we have defined are by no means a
complete list of all possible combinations and encodings of model
characteristics.

In order to ensure the repeatability of our experiments, we used
a seed to create the test set-training set pairs and to configure the
implementation of the RF approach.
Construct validity: The manual analysis of the transformation
modules to identify the types of model elements, which are touched
by a transformation, was performed by two authors independently
and subsequently the results were compared, to avoid a biased
selection of relevant types of model elements.

While we measured the execution times we always used the
same software versions for Java, JMH and the Ubuntu OS, but we
were confronted with some hardware issues. So the time measure-
ments for EMF2KM3 and EMF2Measure were done on one machine.
The time measurements for MAKE2ANT and ATL2Problem were
done on the same machine, but a hard disk was replaced. The time
measurements for ATL2Debugger and ATL2Tracer were performed
on a completely different machine. Overall, the results of our ex-
periments are not affected by this, since we do not mix timing data
from different machines for one transformation module.

In order to prevent a biased selection of input models, we used
all input models available excluding only those which could not
be transformed. In addition, due to 10-fold cross-validation, each
input model was included exactly once in a test set.
External validity: We only used transformations from the ATL
Transformation zoo. However, we paid attention to the fact that
they used different types of input models and execute different
types of transformations, to improve the generalizability of our
results. However, we cannot guarantee that these different types of
transformations represent the general use of ATL.

It is not clear whether our results for the best approach and
feature set apply to other models and transformations as well. How-
ever, we consider various different types of transformation modules.
In addition, we considered Ecore metamodels as well as models
describing Makefiles, which differ strongly in their structure, since
models describing Makefiles are by far flatter and model elements
reference each other less often than in Ecore metamodels.

5 EXPERIMENTS RESULTS
In this section, we present the results of our experiments.

Tables 3 and 4 show the MAPE in % and the P95(APE) in % of
the predicted execution times for each transformation module and
each combination of machine learning approach and feature set
used. The row “All modules” contains the MAPE and the P95(APE)
over all modules used except ATL2Tracer. We explain the reason for
this in our 3rd finding. The cells colored in green contain the lowest
combination of MAPE and P95(APE) for an approach and feature
set combination per module. The cells colored in yellow contain
the lowest combination of MAPE and P95(APE) for an approach
and feature set combination over all modules except ATL2Tracer.
Four findings emerge from the data presented in the Tables 3 and 4:
1st finding:Most of the time the RF approach yields the best results
but also the SVR approach yields good predictions.
2nd finding: The LR approach performs rather well for EMF2KM3
and MAKE2ANT. This could be due to the fact that these two trans-
formations simply transform an element of the input model into
an element of the output model. The other transformations, per-
form more calculations and might traverse the input model several
times. But there are also some combinations of the LR approach and
feature sets resulting in extremely high values for the MAPE for
EMF2KM3, ATL2Problem and ATL2Tracer (cells marked in orange
in the Tables 3 and 4). There are two possible reasons for these ex-
tremely high values. Single extreme outliers can reduce the quality
of the prediction or there is no linear relationship between the used
feature set and the execution time. Our analysis of the predicted
values for EMF2KM3 shows that the extremely high MAPE values
are the result of outliers. This can also be seen by the fact that the
values for P95(APE) is between 4.77 and 4.84% in the respective
cells. Such outliers can occur, e.g., if the training set generated for a
fold does not sufficiently represent the corresponding test set. For
the remaining cells marked in orange, the predicted values rarely
match the real ones and scatter strongly, indicating that there is no
linear relationship between the execution time and the feature set
used for these modules. The large deviation of the predicted values
from the real ones can also be seen in the fact that the values for
P95(APE) are between 14,918.72 and 1.1e14% in the respective cells.
3rd finding: There is a limitation of our approach to predict the ex-
ecution time for transformations which transform attributes, whose
values can have an arbitrary unlimited size, and its size is unrelated
to the features in our feature sets. In ATL2Tracer comments, which
are string attributes, are explicitly copied. The size of comments
depends on whether and what the developer of the input model
has written. Hence, there is no combination of machine learning
approach and feature set that yields decent results for ATL2Tracer.
We repeated our experiments without transforming the comments
and the RF approach with feature set VARF>P85(VARFS) yields the
best results (MAPE=2.0%, P95(APE)=5.28%). We plan to explore how
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Figure 2: APE of all modules (excluding ATL2Tracer).
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Figure 3: Real vs. predicted execution time of EMF2KM3.
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Figure 4: Real vs. predicted execution time of EMF2Measure.

we can deal with this issue in more detail in our future work. A
solutionwould be to include the size of the strings in our feature sets,
but we want to avoid simply adding a new feature for every possible
constraint. Due to the fact that there is a sweet spot between the
size of a feature set in terms of overfitting (usage of too large
feature sets is prone to overfitting [41, p. 173-174]), as well as the
usability and the quality of the prediction. The other modules also
transform string attributes, but their size is similar for all models,
thus their transformation is approximated as a constant overhead.
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Table 4: MAPE in % and P95(APE) in % of the predicted execution time using the variance to filter the features used.

Module
Ap-

proach
VARF>0 VARF>P75(VARFS) VARF>P85(VARFS) VARF>P95(VARFS) VARF>P99(VARFS)

MAPE P95(APE) MAPE P95(APE) MAPE P95(APE) MAPE P95(APE) MAPE P95(APE)

EMF2-
KM3

LR 1.79 4.78 1.63 4.56 1.92 5.13 2.18 5.7 2.12 5.42
RF 1.08 3.03 1.08 3.03 1.08 3.03 1.1 3.03 1.28 3.54
SVR 1.48 3.84 1.52 3.75 1.67 4.04 1.92 4.58 2.28 5.81

EMF2-
Measure

LR 1, 078.01 3, 198.17 574.49 1, 749.6 575.49 1, 616.43 380.97 942.02 481.68 625.89
RF 14.31 10.06 8.22 12.05 6.91 11.4 6.34 12.36 27.0 44.38
SVR 47.0 189.41 7.55 11.01 4.27 7.89 6.04 14.3 12.01 41.05

MAKE2-
ANT

LR 1.71 5.01 1.89 6.38 1.84 6.52 2.34 6.22 2.55 7.36
RF 1.2 2.99 1.29 3.37 1.33 3.91 2.08 5.69 2.37 7.96
SVR 3.73 9.71 3.43 9.76 3.12 8.9 2.82 7.69 2.65 7.33

ATL2-
Debugger

LR 421.44 1, 641.25 387.98 1, 609.67 379.11 1, 499.09 370.21 1, 470.24 494.24 2, 050.46
RF 5.11 13.27 5.12 13.91 5.05 13.8 8.6 29.82 11.24 37.06
SVR 16.58 59.66 9.87 45.3 4.74 13.78 7.18 26.28 11.42 30.07

ATL2-
Problem

LR 7.0e12 3.8e13 1.5e12 7.3e12 44, 034.14 42, 980.73 245.3 722.23 305.5 786.39
RF 114.97 240.19 11.22 40.53 13.5 43.08 9.97 31.51 8.93 30.89
SVR 53.2 229.22 34.3 125.12 26.58 93.21 20.76 76.23 8.24 23.09

ATL2-
Tracer

LR 10, 138.09 32, 682.46 1, 414.92 6, 340.63 1, 187.59 6, 134.3 1, 465.1 7, 011.33 1, 480.47 7, 114.73
RF 1, 010.91 5, 036.55 1, 015.0 4, 980.31 1, 049.39 5, 742.53 1, 144.09 6, 079.69 1, 337.63 7, 130.48
SVR 1, 052.39 6, 170.99 1, 067.61 5, 920.41 1, 111.38 6, 496.49 1, 631.95 9, 211.29 1, 629.14 8, 633.83

All
modules

LR 1.5e11 2, 555.34 3.2e10 1, 481.9 1, 219.02 1, 223.61 191.87 666.19 242.75 600.85
RF 9.77 6.71 4.71 6.78 4.16 6.78 3.92 8.63 13.67 23.24
SVR 24.19 66.05 5.26 9.37 3.52 6.71 4.38 10.72 7.15 22.99

In the following, we will exclude ATL2Tracer, because its data does
not provide any further information.
4th finding: With respect to the best prediction results using fea-
ture selection based on variance (cf. Table 4), there is only a slight
difference in quality from the best prediction results using one of
our feature sets (cf. Table 3).

In the following, we take a closer look at the combinations of ap-
proaches and feature sets of the yellow marked cells in the Tables 3
and 4 since they provide the best results over all modules except
ATL2Tracer. But we exclude the LR approach since our previous
findings already show that it is not useful.

Figure 2 shows the absolute percentage error (APE) resulting
from using the RF approach combined with feature set 6 (FS6)
and VARF>P95(VARFS) and the SVR approach combined with fea-
ture set 3 (FS3) and VARF>P85(VARFS) for all modules (excluding
ATL2Tracer). The y-axis shows the individual combinations and
the x-axis the APE in %. The upper plot shows all values and bot-
tom plot shows a zoomed in view. For each feature set-approach
combination one box plot is displayed, showing the APE for all
modules. Note that we trained the machine learning approaches for
each module individually and did not use the same trained machine
learning approach to predict the execution times of all modules.
From Figure 2 one obtains various findings:
5th finding: The upper part of the plot shows that every combina-
tion of approach and feature set leads to some extreme outliers.
6th finding: The interquartile ranges are very small and the upper
quantile is slightly less than 4%. This means that the approaches
are misestimating by less than 4% in 75% of the predictions.

Figures 3 to 7 show for each module the actual execution time
in comparison to the predicted ones.

7th finding: The plots show that the different feature sets provide
quite similar predictions. But one can also see that longer execution
times are usually not as well predicted as shorter ones. This may
be due to the fact that our data sets consist mainly of small models,
which do not lead to particularly long execution times.
Summary and discussion: Based on our results, we obtain the
following answers for our two research questions. Concerning
RQ1, we can conclude that the RF approach and the SVR yield
decent results (cf. Tables 3 and 4). With respect to RQ2, we can
conclude that the SVR approach in combination with feature set
VARF>P85(VARFS) yields the best prediction results (MAPE=3.52%,
P95(APE)=6.71%, over all modules except ATL2Tracer). In terms
of usability for a what-if analysis we would recommend the SVR
approach in combination with feature set 3, because a model can be
described much easier only using the number of model element, the
number of references and the number of attributes and the results
are only slightly worse (MAPE=4.45%, P95(APE)=11.49%, over all
modules except ATL2Tracer).

Overall, our results are very good considering our small amount
of training data for some transformation modules in the machine
learning context. Prathanrat and Polpraser [56] use 909 records
(our smallest data set contains 220 input models) to train a random
forest in order to predict the performance of Jupyter notebook. The
feature set used by Prathanrat and Polpraser consists of information
about the execution, such as memory and CPU usage. They have
optimized the hyperparameters and trained one machine learning
model to use it for different programs. Subsequently, they obtained a
MAPE of about 12.8%.Maros et al. [48] use, among other approaches,
a random forest approach to predict the performance of cloud
applications on Apache Spark. Depending on the experiment, they

85



ICPE ’23, April 15–19, 2023, Coimbra, Portugal Raffaela Groner et al.

Input models sorted by their transformation execution time

100

2 × 100

Ex
ec

ut
io

n 
tim

e 
[m

s]

Real execution time
RF & VARF > P95(VARFS)
SVR & VARF > P85(VARFS)
RF & FS6
SVR & FS3

Figure 5: Real vs. predicted execution time of MAKE2ANT.
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Figure 6: Real vs. predicted execution time ofATL2Debugger.
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Figure 7: Real vs. predicted execution time of ATL2Problem.

use data consisting of up to 1,000GB, 20 million rows and 2,500 im-
ages. They defined two different types of feature sets, namely black
box models and gray box models. The black box models contain
only information that is already known before the execution and
the gray box models also contain information about the execution,
like the average execution time of a task. Maros et al. optimized the

hyperparameters and trained for each application a machine learn-
ing model to predict the execution time. They obtained a MAPE
that lies between 2.4% and 41.9% using the black box models and a
MAPE between 4.5% and 91.3% using the gray box models.

Based on these other works, it is also shown that the type of
feature sets used can influence whether a trained machine learning
model can be reused for predicting the performance of other appli-
cations/programs or not. Since the feature set used by Prathanrat
and Polpraser [56] contains information about the execution it is
sufficient to train one machine learning model and use it for dif-
ferent programs. The black box models used by Maros et al. [48]
as well as the feature sets used in our presented work only use
information available before the execution. Therefore the machine
learning approach lacks execution details and is specialized for one
application resp. one transformation module. In case of modifica-
tions or other applications or transformation modules, the data
collection and training must be repeated.

6 RELATEDWORK
To the best of our knowledge, no other approach exists for predict-
ing the performance of model transformations. There are however
manyworks that focus onmachine learning for performance predic-
tion in other engineering areas as well as several publications that
apply machine learning in other areas of transformations. Other
publications that can be related to our work are papers in the area of
performance engineering on transformations and what-if analyses.

While there exist no other works that implement performance
prediction for transformations, there are two short papers that envi-
sion this idea. In [33], the authors roughly outline the idea of using
raw data from monitoring transformations to build a framework
for performance prediction. Similarly, the authors of [69] propose
an approach for predicting the performance of transformations
within a three phase process for performance engineering. Their
approach envisions the use of automatically generated models as
input for a transformation. The generated models are automati-
cally transformed and the performance for the transformation is
measured and saved. All collected data then serves as a basis for
predicting the performance of the transformation for other input
models. Although not specifically stated, both proposed approaches
envision performance predictions based on pre-collected execution
data, which is similar to the machine learning approach presented
in this paper. However, those papers do not present any evaluation.

What-if analyses have been applied to many different fields. The
authors of [12] applied it in e-commerce, while Baybutt [6] describes
the usage of a what-if analysis for hazard analysis and, Chaudhuri
and Narasayya [19] use it for index selection in relational databases.
More closely related to our work is the use of a what-if analysis
by Herodotos and Babu [34] for a cost optimization approach of
MapReduce programs. Their setup allows them to use an in-house
developed what-if engine to investigate how the execution time of
an application changes when the reduction tasks are increased or
the number of nodes involved is changed. While their approach
does not focus on model transformations, it demonstrates that a
what-if analysis can be used to predict the impact of different factors
on the performance of a system.

As previously stated, machine learning has not yet been used for
performance prediction of model transformations, it has however
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been used in other aspects of model transformations. Kappel at
al. [42] suggested to apply machine learning techniques, in order
to improve the quality of model transformations produced through
the concept of model transformation by example [65]. Moreover,
Chioaşcă [20] suggests to usemachine learning for natural language
processing of textual specification documents to transform the
textual representation into Object System Models.

There exist several works that apply machine learning tech-
niques to try and predict the performance of applications. Venkatara-
man et al. [68] introduce Ernest, which is a framework for predict-
ing the performance of cloud applications running on a shared
infrastructure. Their goal is to predict the performance of a cloud-
based application under different resource configurations to help
choosing an optimal configuration. They argue that to predict the
performance on large data sets and clusters, models can be trained
on the same jobs for small sample data sets. Their evaluation of the
framework based on a number of tests shows that the performance
prediction is within 12% of the actual runtime and only requires a
training overhead of 5% even for long-running applications.

Comparably, the authors of [48] present machine learning based
performance prediction approaches for cloud applications onApache
Spark. Their approaches are based on gray-box and black-box su-
pervised machine learning models. To evaluate the cost benefit of
these approaches they compare it to Ernest on different scenarios,
configurations and application workloads. Based on their evalua-
tions the authors conclude that Ernest was able to achieve good
results on regular test sets. But it was outperformed by their black-
box based models when applications exhibited irregular patterns.
Moreover their tests also indicate that no single approach was able
to outperform all other approaches in all scenarios.

Another work that focuses on predicting the performance of
parallel applications is presented in [38]. Their approach employs
multilayer neural networks to predict the performance of SMG2000
applications. They evaluated their neural networks using two large-
scale parallel platforms and were able to predict their performance
within 5-7% accuracy. Similar to [48] their approach is independent
from application internal details which they argue makes it easy to
use. In [36], the authors show that machine learning-based empiri-
cal hardness models can not only be used to predict the performance
of deterministic search algorithms but can also quite accurately
predict the performance of non-deterministic, randomized methods
based on stochastic local search. Furthermore they demonstrate
that the machine learning models can be used to adjust and opti-
mize the analyzed algorithms through adjusting their parameter
inputs. These optimizations are evaluated empirically to provide
evidence that the adjustments never reduced the performance and
sometimes even improved it over standard parameter settings.

A different approach than machine learning for predicting per-
formance of a system is simulation. The authors of [7] introduce
a metamodel, called the Palladio Component Model, designed to
support the prediction of extra-functional properties of a system
such as performance. They provide a proof-of-concept case study
evaluation to demonstrate that simulations based on the Palladio
Component Model can be used to predict system performance.
While the case study reveals shortcomings of the approach, it also
shows that performance predictions are possible and can be suffi-
cient for evaluating architectural design decisions.

The performance of model transformations is influenced by
many different factors. One factor that has seen a lot of focus is the
transformation engine. There exist several works [5, 14, 24, 67, 70]
that try to improve engine performance. These works mainly focus
on optimizing the search plans for graph-based model transfor-
mation languages which are generated from the defined model
transformations in an effort to reduce the amount of time necessary
to find matchings within the input model. For rule based trans-
formation languages there exist works which try to improve the
performance by optimizing the order of application of transforma-
tion rules within a transformation [22, 23]. Moreover, there are
several publications that try to improve performance by optimizing
the transformation code. In [63] the authors use experiments on
ATL and QVT to demonstrate that the transformation code defini-
tions can heavily influence the performance during runtime. Their
results are mirrored in the work presented in [49] where the au-
thors suggest that performance increases up to 70% are possible
with manual optimizations of the transformation code. The authors
of [62] present a selection of bad smells in Henshin transformation
code which negatively influence the performance of the executed
transformations. A similar approach is detailed in [18] where the
authors present guidelines, developed through experimentation for
writing model transformations that help improve execution perfor-
mance. Lastly, when the performance of a system is not satisfactory,
profilers are often used to detect bottlenecks during execution.
Unfortunately there is a lack of profilers for many model transfor-
mation languages. Currently only ATL [55] and Henshin [31] have
fully developed and usable profilers.

7 CONCLUSION AND FUTUREWORK
We conducted several experiments to investigate which combina-
tion of approach and feature set is suitable to predict the execution
time of an ATL transformation based on input model characteristics.
We have examined linear regression (LR), random forest (RF), and
support vector regression using a radial basis function kernel (SVR).
We have defined and compared different feature sets, which contain
different detailed information about the input models.

We can conclude that the SVR approach is the most suitable of
the approaches examined, as it provides accurate predictions (cf.
Tables 3 and 4). The SVR approach provides the best predictions
based on a feature set resulting from feature selection, but using
a feature set which contains the number of model elements, num-
ber of references and number of attributes also provides decent
results with much less effort to describe a model. Additionally, we
showed one weakness of our approach, which is not able to predict
the execution time for operations which are not connected to the
structural and type information of the input models in our feature
sets (cf. ATL2Tracer).

In order to overcome the presented weakness of our approach
we aim to focus on how we can handle attributes, whose values
can have an arbitrary unlimited size and occur randomly without
a connection to the features in our feature sets. Additionally, we
want to examine whether we can use artificially generated models
to train the SVR approach. Generated models could improve the
quality of the prediction approach and its usability, since it is then
very easy to generate extremely large amounts of training data.
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