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Autoscalers are indispensable parts of modern cloud deployments 

and determine the service quality and cost of a cloud application in 

dynamic workloads. The configuration of an autoscaler strongly 

influences its performance and is also one of the biggest challenges 

and showstoppers for the practical applicability of many research 

autoscalers. Many proposed cloud experiment methodologies can 

only be partially applied in practice, and many autoscaling papers 

use custom evaluation methods and metrics. This paper presents 

a practical guideline for obtaining meaningful and interpretable 

results on autoscaler performance with reasonable overhead. We 

provide step-by-step instructions for defining realistic usage be

haviors and traffic patterns. We divide the analysis of autoscaler 

performance into a qualitative antipattern-based analysis and a 

quantitative analysis. To demonstrate the applicability of our guide

line, we conduct several experiments with a microservice of our 

industry partner in a realistic test environment. 

CCS CONCEPTS 

• Software and its engineering ---t Software performance; •

Computer systems organization ---t Cloud computing; • Ap

plied computing ---t Service-oriented architectures.
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1 INTRODUCTION 

Efficiency and reliability are two central characteristics of a suc

cessful cloud application. In order to ensure these characteristics 

even under fluctuating load, autoscalers adapt supplied resources 

dynamically. An increasing number of enterprises are transform

ing their applications into modern microservice applications and 

deploying them in a cloud environment [8]. As a result, more and 

more companies are coming into direct contact with the issues of 

software performance and autoscaling [5]. The choice of a suitable 

production-ready autoscaler, and especially the configuration, is 

by no means trivial. Our previous work found that the configura

tion of autoscalers is complex and influences their performance 

significantly [26]. Furthermore, the configuration might differ from 

service to service, and due to regular updates, continuous reconfig

uration and fine-tuning are necessary. 

Configuration tuning requires (i) a standardized experiment de

sign and (ii) metrics and methods for evaluating autoscaler per

formance. In the literature, there is no widely-used evaluation 

methodology; many papers even evaluate their algorithms only 

by simulation [24]. For practitioners, it is crucial to get reliable and 

explainable information about the performance of an autoscaler 

configuration with reasonable effort, i.e., with not too many, too 

long measurements. Therefore, measurement methodologies de

signed for scientists have only limited applicability because of the 

enormous effort involved. 

This paper presents a comprehensive guideline suited for practi

tioners using state-of-the-art best practices. Specific requirements 

are understandability, from the design of the experiments to the 

result analysis, as well as reasonable complexity and effort. We 

present step-by-step instructions on usage behavior definition and 

traffic pattern selection for autoscaling experiment design. The 

analysis of autoscaler performance is divided into two parts. In the 

first part, the qualitative analysis, we present seven autoscaling 

antipatterns that indicate misconfigurations. We also explain pos

sible causes and appropriate reconfigurations. In the second part, 

the quantitative analysis, we present metrics that can be used to 

compare an autoscaler under test against another configuration or 

baseline. In all parts of the guideline, we illustrate our statements 

with experiments using a business service of our industry partner 

that we evaluate in a realistic test environment. 

The goal of this paper is to give a methodology, primarily for 

practitioners, to get a meaningful evaluation of their autoscaling 
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