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ABSTRACT
SPEC benchmarks are crucial contributors behind the improvement

of server efficiency since 2007, given their role in making the power

consumption and efficiency of servers transparent for government

regulators, customers, and the manufacturers themselves.

As the IT landscape experiences radical transformations, effi-

ciency benchmarks need to be updated accordingly to generate

results relevant to government regulators, manufacturers, and cus-

tomers. In this paper, we outline current challenges efficiency bench-

mark developers are tackling and highlight recent technological

developments the next generation of efficiency benchmarks should

take into account.

CCS CONCEPTS
•Hardware→ Power estimation and optimization; Board- and
system-level test; Power and thermal analysis; • Software and
its engineering → Software performance.
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1 INTRODUCTION
Energy efficiency is a critical requirement for IT systems. In re-

cent years, the exponentially growing demand for datacenters did

not lead to an exponential increase in electricity usage, due to the

development of energy-efficiency techniques and a trend towards

large cloud-based service providers [4]. A driving force behind

the manufacturers’ efforts to make their servers more energy ef-

ficient are SPEC benchmarks, which boost the development of

increasingly efficient products by making their energy efficiency

transparent and comparable across products. These tools are used

in marketing as well as certification programs such as the U.S. EN-

ERGY STAR, and, thus, have a significant impact on the industry.

However, the IT landscape is subject to rapid change: new tech-

nologies, increased usage of specialized accelerators in datacenter

servers, enhanced security requirements, as well as increased pop-

ularity of novel application types change the deployed hardware

and the way it is utilized. Current SPEC efficiency benchmarks are

SPECpower_ssj® 20081, which emulates a transactional enterprise

application, and the SERT
®

2 suite
2
, which consists of a set of

synthetic micro-workloads that exercise the CPU, memory, and

storage I/O subsystems and indicates server efficiency through a

single score. Recently, SPEC announced the next generation of

efficiency benchmarks, SPECpowerNext and the SERT 3 suite, to

be under development. In order for these future efficiency bench-

marks to keep providing relevant, comparable, and fair results, and

thereby driving energy efficiency forward in the future, they need

to incorporate the aforementioned changes in hardware and soft-

ware. In this paper, we describe several challenges associated with

1
https://www.spec.org/power_ssj2008/, accessed January 9, 2023

2
https://www.spec.org/sert2/index.html, accessed January 9, 2023
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the development of next-generation efficiency benchmarks that are

actively being tackled by benchmark developers and researchers.

The goal of this paper is to provide insight into ongoing discussions

about what future efficiency benchmarks will look like, and provide

examples of novel workload designs and the challenges associated

with their development.

2 CHALLENGES FOR ENERGY EFFICIENCY
BENCHMARKING

Benchmarks need to meet quality criteria such as relevance, repro-

ducibility, fairness, verifiability, and usability [3]. In this section,

we outline challenges developers currently tackle to ensure these

criteria will be met in future efficiency benchmarks.

High Variability in Measures of Power. While even in con-

trolled benchmark environments performance is often variable,

there can be even more variability in measures of power. There

are many factors that influence server energy-efficiency, such as

the hardware and its configuration, the software stack, and the

workload of the benchmark itself. In addition, the environmental

conditions under which a system is tested influence its power char-

acteristics. For instance, the influence of temperature on the power

characteristics of a computing system is significant. A lower temper-

ature typically results in lower power being required to operate the

equipment due to lower leakage currents in the servers components

and lower power required by the cooling system. Furthermore, the

energy efficiency of servers varies with utilization level. Given that

servers in datacenters are typically not constantly fully utilized

and, instead, are subject to load-intensities that can vary signifi-

cantly over time, efficiency benchmarks targeting general-purpose

servers need to evaluate the servers’ efficiency at different utiliza-

tion levels. In contrast to most other benchmarks, this aspect is

addressed by SPEC efficiency benchmarks by defining small-scale

transactional workloads, called worklets, which are automatically

executed with the necessary inter-arrival times to achieve a certain

level of system-utilization.

Such factors need to be considered when assessing the energy

efficiency of servers in order to ensure reliable estimates and con-

clusions. They need to be codified in a fair and complete set of

benchmark run- and reporting-rules to ensure the results are valid

and comparable across products. The following paragraphs provide

an overview over specific factors requiring further investigation.

Increasing Heterogeneity of Hardware. In recent years, as

Moore’s Law comes to an end, gains in performance are increasingly

realized through efficient parallelism and accelerators specialized

for specific types of applications [1]. While state-of-the-art CPUs,

e.g., AMD Ryzen, or Intel
®

Xeon
®

Scalable through its Intel Ad-

vanced Vector Extension instruction set and the Intel Math Kernel

Library, provide better support for highly parallelizable applica-

tions such Deep Learning algorithms than previous generations,

Auxiliary Processing Accelerators (APA) such as GPUs, FPGAs, and

ASICS are increasingly deployed in datacenter servers to serve the

increased demand for computation. As their prevalence in data-

center servers increases, future efficiency benchmarks and rating

tools need to incorporate respective workloads. While a variety of

benchmarks for different types of APAs exist, SPEC benchmarks

aiming to provide a holistic view on a system’s efficiency across

a wide range of architectures still require the inclusion of such

workloads. To showcase good power management, an energy effi-

ciency benchmark targeted towards general-purpose servers needs

to consider the energy efficiency at different load-levels, given that

datacenter servers typically are not utilized fully. However, exist-

ing benchmarks for APAs mainly focus on peak performance and

power consumption.

At the same time, Big Data and the rapid increase of datacenter

storage capacity over the last years is supported by the usage of

dedicated servers for storage. While efficiency benchmarks include

storage workloads, storage-servers are currently not their focus.

More robust storage workloads are required which can appropri-

ately exercise modern storage and storage heavy servers (servers

with 30+ internal storage devices).

Diverse Set of Representative Workloads. The selection of

relevant workloads, as well as their development, is a core task

for benchmark developers. Since different workloads targeting the

same subsystem can vary significantly with respect to power con-

sumption [9], a representative set of workloads needs to be deter-

mined. Typically, trade-offs need to be made, e.g., between high

relevance for specific use-cases and breadth of applicability. How-

ever, benchmarks that provide an overview of a system’s overall

efficiency over a wide range of applications, and not just efficiency

of individual components or efficiency for specific use-cases, are

important for increasingly heterogeneous general-purpose devices.

Simultaneously, workload complexity should be limited in order to

make the benchmark easy to use as well as executable on low-end

devices. Therefore, while highly specialized benchmarks for indi-

vidual components or use-cases have their place, rating-tools such

as the SERT suite need to reconcile a broad applicability with a

representative set of workloads, which is increasingly challenging

since recent years have seen a plethora of new technologies. For

instance, widespread application of Machine Learning algorithms,

increased interest in Distributed Ledger Technology, and increased

virtualization has changed radically the way datacenter hardware is

used. The inclusion of this increasing range of potential workloads

into a single tool to realize high relevance, broad applicability, and

ease of use at the same time is an important challenge faced by

benchmark developers.

Support for Direct Current Servers. Most PDUs provide servers

with Alternating Current (AC), which is then rectified by the PSU to

the Direct Current used by the servers’ internal components. While

less common, datacenters operating with Direct Current (DC) could

yield a variety of advantages, such as increased efficiency and reli-

ability [7]. However, popular benchmarks such as SPECpower_ssj
2008 and the SERT suite explicitly discourage the comparison of

results obtained on AC systems with results on DC systems, and the

latter are not supported for run-rule compliant benchmark execu-

tions. This is due to the following reasons:1) There are substantial

differences between datacenter infrastructure that uses DC com-

pared to AC. Since the power received from the external power

supplier is usually AC, an additional converter is required to pro-

vide a datacenter with DC power. The power loss associated with

this conversion process is not measured in a benchmark setting, and

2) Measurement technology for AC power and DC power differs,
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particularly in the calculation of uncertainty. It is difficult to look at

a combination of AC and DC measurements and know for certain

that they have comparable levels of uncertainty. However, future

efficiency benchmarks officially should support DC servers such

that regulators can include them in certification programs such as

the U.S. ENERGY STAR. As a result, there would be one less obstacle

for the adoption of DC datacenters. To this end it will be necessary

to either find a methodology that enables fair comparisons between

AC and DC results, or it will be demonstrated that AC and DC

results are fundamentally incomparable and a separate metric for

DC devices is defined.

Discrepancy Between Tested and Deployed Memory Config-
urations. Standards such as the ISO/IEC 21836:2020

3
currently

require that all memory channels in the System Under Test (SUT)

are populated in order to obtain compliant results. However, due to

the increase in the number of DIMM-slots and memory channels

in servers in recent years, there is an increasing gap between the

configuration of the SUT tested during the certification process and

the configurations of the SUTs that are actually deployed by cus-

tomers. This is because servers are often not sold with all memory

channels populated, due to the cost of DIMMs. Instead, customers

estimate the amount of RAM they need and buy the server only

configured with the corresponding amount of DIMMs that provide

the required capacity. While it is possible to run the SERT suite

without all memory channels populated, it is unclear whether the

efficiency score obtained with such configurations constitutes a fair

representation of the SUT’s energy efficiency. Testing servers with

unpopulated memory channels decreases performance and effi-

ciency scores due to the reduced memory bandwidth, which affects

both, CPU- and memory-workloads. An earlier study demonstrates

that performance and power consumption are affected differently

by such changes to the configuration and that the effect on energy-

efficiency is not trivial [9]. As a result, the tested and certified

versions of servers differ with respect to energy efficiency from the

servers actually deployed, and low-end configurations might not

pass the certification process. In order to support the testing and

certification of such configurations by adapting the SERT suites

run-rules, it is necessary to conduct extensive experiments analyz-

ing the effect of such deviations from the mandated configuration

on the efficiency score in order to determine whether the score

scales accordingly and still constitutes a valid representation of an

SUT’s energy efficiency.

Increased Diversity in Cooling Technology. Due to the trend

of increased usage of high-power APAs and state-of-the-art CPUs

in servers to serve the increasing demand for high computational

power in datacenters, the requirements for the cooling systems

to efficiently cool this high-density equipment increases as well.

This leads to an increased interest in liquid cooling technology be-

yond the area of scientific High Performance Computing, as liquid

cooling can exhibit a much higher capacity to remove heat and a

higher efficiency than air cooling. While servers with Liquid As-
sisted Air Cooling, where the liquid only circulates inside the server

and releases the heat through an air-cooled heat exchanger into

3
https://www.iso.org/standard/71926.html, accessed January 9, 2023

the room, could be supported by existing benchmarking method-

ologies, cooling technologies such as Direct Liquid Cooling where

liquid leaves the SUT to transfer the heat to an external chiller

require new standardized methodologies that identify and specify

the important factors that need to be measured, such as the tem-

perature of the liquid at the inlet and outlet, as well as its flow-rate.

In addition to the definition of a novel, standardized benchmarking

methodology, further research questions arise. For instance, thor-

ough experimental evaluation needs to determine whether there

are environmental conditions under which fair energy-efficiency

comparisons between air-cooled and liquid-cooled servers can be

achieved, or if they are fundamentally incomparable and require

different categories in certification programs.

Global Standardization. An overarching challenge is the cre-

ation of an energy-efficiency standard that can be globally accepted.

Having different standards in different locations results in hardware

manufacturers having to invest immense time and resources to test

every product for each of those standards separately. A single global

standard based on a well-defined efficiency-metric would not only

serve to reduce the effort required, it would also boost the devel-

opment of novel techniques for improving energy efficiency and

reducing carbon emissions by making products globally compara-

ble. Additionally, it is easier to analyze standardized datasets in an

effort to identify potential improvements in hardware development.

3 PROPOSEDWORKLOAD TYPES
In this section we propose examples of workload types the upcom-

ing generation of SPEC efficiency benchmarks could incorporate

to cover important application areas.

3.1 APAWorkload
Similar to CPU workloads, an APA workload must scale with the

number of APAs (i.e., it must properly run on a variable number of

APAs), their clock frequencies, the installed memory on the APAs,

and the memory speeds. Additional factors benchmark developers

need to consider are 1) how to integrate the results into existing

metrics such as the SERT score, and 2) how to achieve fair com-

parisons across different architectures. The former aspect is not

only related to the question of how to weigh an APA workload in

an efficiency metric, but also to the question of how to make com-

parisons across systems that have different types of accelerators

or no accelerators at all. The latter aspect relates to the compari-

son of systems with APAs of different vendors and architectures.

For instance, specific workloads such as Machine Learning algo-

rithms can take advantage of lower precision for certain substeps

to increase performance, and possibly, energy efficiency. However,

not all architectures provide the same set of available precisions.

For instance, NVIDIA Volta GPUs provide Tensor Cores, a special
functional unit to boost the performance of matrix multiplications

by enabling mixed-precision computing. Furthermore, different

vendors support different libraries and standards, which further

complicates the development of a workload that works on different

platforms while taking advantage of individual platform-specific

features. Consequently, important considerations for the creation

of an APA workload are: How to design a representative, mixed-
precision workload and how to fairly compare the results of platforms
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with different precisions. How to compare results from workload im-
plementations using different libraries. How to compare such systems
against non-APA systems. and How to compare systems with different
APUs. Initial research for energy-efficiency benchmarking of GPUs

at different load-levels has been conducted in [10]. We aim to build

on this research by investigating both higher and lower precision

worklets to answer those questions. A representative APAworkload

should consist of basic operations such as matrix multiplications

at different precisions (e.g., HGEMM, IGEMM, SGEMM, DGEMM),

or STREAM and FFT, as well as worklets representing real world

applications from domains such as Machine Learning, e.g., Natural

Language Processing transactions, and Scientific Computing. These

worklets need to be defined in a transactional form such that they

can be executed in accordance with the established SPECpower

measurement methodology, an updated version which integrates

GPUs, is shown in Figure 1.

Figure 1: Setup for transactional energy efficiency bench-
marking of servers with GPUs

3.2 Updated Security Workload
Security remains a primary use case across the server industry.

Cryptography has been a persistent security driver since its in-

ception. Ciphers, key exchange algorithms, and signature schemes

are used pervasively across virtually all platforms and are popular

workloads for performance and power benchmarks, especially for

stressing processors. As new requirements arise with respect to

security, novel algorithms need to replace older ones in energy

efficiency benchmarks. For instance, SPECpower_ssj 2008 does not

include security workloads. The SERT 2 suite currently includes

CryptoAES 128 and SHA-2: 256. Future versions should include

emergent cypher support with stronger key length (AES-256, SHA2-

512, RSA 4096 bit, ECDSA P-384 etc.). In addition, benchmark de-

velopers should already prepare themselves for the inevitable Post

Quantum Cryptography era, as, for instance, NIST Cyber Security

task forces already are preparing for this transition [6].

3.3 Distributed Ledger Technology
Related to the enhanced requirements for security is the increasing

interest in Distributed Ledger Technology (DLT), which offers a

cryptographically secure, distributed database. Distributed Ledger

Proof of Work worklets could be realized by implementing a transac-

tion that will generate – given a set of data representing a block in

a blockchain – a given number of iterations where the nonce of the

block is incremented, a hashing routine is run on the block, and the

returned hash is checked for validity. In a real Distributed Ledger

using proof-of-work as the consensus algorithm, the returned hash

is checked if it passes a given criteria. For example, in the bitcoin

protocol, the returned hash must begin with a specified number of

zeros (the actual number fluctuates – fewer zeros are required if

not enough blocks are added in each time period, or more zeros are

required if too many blocks are added in the same period [5]). While

computing the hash of a given block is designed to be fast, finding

the nonce value for that block that generates the hash with the

specified format can be found anytime between the first iteration

and millions of iterations later. To provide more consistent results

from run-to-run, the worklet could use a fixed iteration count as

opposed to exiting early due to finding a valid hash. This allows for

more repeatable results run-to-run; whereas, exiting upon finding

a valid hash will result in some transactions exiting in milliseconds,

while others could take hours. Each iteration should have its own

randomly generated block, which will then be hashed. Since the

worklet does not stop when a valid hash is found, but executes the

given number of iterations, results can be replicated reliably from

run-to-run. Alternatively, different hash algorithms can be added

as well, supported by other blockchains and specified as part of the

input. This can be a stretch goal once the initial worklet is working

and tested.

3.4 Networking
The ability to efficiently communicate with other devices is cru-

cial for servers. With the increase in data traffic, evaluating the

respective subsystem is gaining importance, but current SPEC ef-

ficiency benchmarks do not include workloads for the network

interface cards (NICs) of a server. Similar to workloads stressing

other resources, network workloads must scale with 1.) the num-

ber of NICs installed, and 2.) the NIC bandwidth. Current SPEC

efficiency benchmarks target a single SUT. A challenge related to

the design of a networking workload therefore is the execution

of networking functions on a single system. Ongoing discussion

focuses on whether this is possible with a single system such that

the resulting usage patterns constitute a realistic representation of

real-world systems, while keeping the economical setup of SPEC

efficiency benchmarks. If this turns out to be infeasible, the bench-

marking methodology [8] would need to be extended to include a

second system for the creation of network traffic. When this ob-

stacle is overcome, a networking workload could be implemented

to apply common networking functions on a stream of network

packets. There are some packet processing functions commonly

used in most network applications in the industry. These functions

include but are not limited to parsing the packet header, looking

up the packet information in a forward information base (FIB) (aka

routing table), calculating packet checksum, and copying packets

from one memory location to another. The input is the stream of

packets provided to the application in the form of a packet capture

file (.pcap). This packet capture file shall be loaded to main memory

prior to the workload execution to avoid IO operations. The packet

stream is processed by a single core, and the output is the number

of packets processed per second.
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3.5 Virtualization - VDI and Serverless
Virtualization remains an increasing trend, due to many advantages

such as the consolidation of workloads and better utilization of the

available hardware. Today, the concept of virtualization manifests

itself in a variety of forms. For upcoming SPEC efficiency bench-

marks, we propose to investigate workloads representing Serverless

Computing as well as Virtual Desktop Infrastructure (VDI). Server-

less computing is predicted to be the predominant cloud-computing

model in the near future [2]. VDI is a desktop virtualization technol-

ogy, for example, provided by Citrix, Microsoft, VMware Horizon,

and Parallels, which leverages VMs to provision and manage virtual

desktops / applications and is managed on datacenter servers. How
to create a workload realistically emulating the behavior of these
computing models, while being economically executable on a single
SUT is challenging. A serverless workload could, for instance, test

container load and shutdown time by reading a compressed im-

age from disk, decompressing it, loading it into memory, and then

shutting down and clearing memory.

To the best of our knowledge, there currently exists no VDI

benchmark. In order to keep the benchmark suite easy-to-use, the

workload would emulate the server-side part of a VDI solution

based on CPU, memory, and storage traces from real VDI solutions,

so that no actual VM or VDI solution needs to be installed on the

SUT. Different types of users with different desktop applications,

for example, word processing, spreadsheets, coding, presentation

maker, could be emulated and combined to a representative trans-

action mix.

4 CONCLUSION
Efficiency benchmarks are a driving force behind the mitigation of

rising energy consumption of IT devices. The continuous develop-

ment of these tools is confronted with a variety of challenges, due

to recent advancements in the IT-landscape, from the increasing

adoption of accelerators specialized for certain kinds of applica-

tions, new requirements regarding cryptographic algorithms, and

increased usage of virtualization, to an entirely new datacenter in-

frastructure using DC power supplies or novel cooling technologies.

Next-generation efficiency benchmarks need to take these devel-

opments into account in order to keep pushing the development

of energy-efficient datacenter servers and realizing the vision of a

global energy-efficiency standard.
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