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ABSTRACT
In this experience paper, we present new sampling-based algorithms

for balanced graph partitioning based on the Label Propagation

(LP) approach. The purpose is to define new heuristics to extend

the multi-objective and scalable Balanced GRAph Partitioning al-

gorithm B-GRAP proposed in [9]. The main challenge is related to

how to build a graph sample that ensures stability and improves the

convergence and the partitioning quality which depend strongly

on the structure of the graph. We defined two sampling-based

heuristics named RD-B-GRAP and HD-B-GRAP in order to study

the behavior of the propagation according to different quality mea-

sures related to the vertex and the edge balance, to the edge cut,

and also to the propagation time. The results obtained on different

graphs showed that the sampling-based algorithms improve the

propagation time without affecting the balance between partitions.

Moreover, The edge cut is slightly improved on some graphs.
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1 INTRODUCTION
The demand and the need of powerful graph databases have in-

creased in the last years due to their great capabilities for complex

analysis. Therefore, distributed systems propose opportunities as

well as huge challenges in order to improve the performance of

big data analytics. By parallelizing both storage and execution,
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distributed systems achieve great improvements especially when

clusters ormachines work independently. However, inter-node com-

munication in distributed graphs demands great execution time

when the distribution of nodes and edges is not balanced [5]. In

this context, the aim of graph partitioning is to identify an optimal

partition approach which can balance the workload of the graph

and minimize the edge-cuts thereby reducing the communication

between machines. Different kind of algorithms for graph parti-

tioning are proposed in the literature such as spectral, multilevel,

stream, machine learning-based and label propagation partitioning

approaches [1, 4, 6, 20, 22].

In this paper we focused on the label propagation approach as

an extension of B-GRAP a multi-objective and scalable Balanced

GRAph Partitioning (B-GRAP) algorithm, which distributes vertices

B-GRAPVB or edges B-GRAPEB in a balanced way [9]. The main

challenge is related to the seed nodes selection and to neighboring

nodes that propagate labels that the stability, the convergence and

the partitioning quality depend strongly on the structure of the

graph. Sampling graph seems to be a promising way to select nodes

based on their connections and degree to improve the performance

of the partitioning and to reduce the computation time. We defined

new sampling-based heuristics named RD-B-GRAP (Random De-

gree) and HD-B-GRAP (High Degree) in order to study the behavior

of the propagation according to different quality measures related

to the vertex and the edge balance, to the edge cut and also to the

propagation time.

We used Giraph
1
programming model for Hadoop and ran the

algorithms on different kind of large graphs of different structures

with sizes going up to 42M vertices and 1.5B edges, by varying the

number of partitions, the sampling parameters, and using several

measures related to the partitioning balance quality and to the

computation time. The results showed that the sampling-based

algorithms reduce the label propagation time on all the graphs, with

a gain going from 6% to 40% comparing to B-GRAP. Furthermore,

the vertex and the edge balance of partitioning remained unchanged

and stable on almost of graph data sets, while scaling the number of

partitions. Moreover, The edge cut was slightly improved on some

of the graphs and unchanged on the others.

In the following we give a review on the partitioning and the

sampling approaches. In Section 3, we give some useful notations

and preliminaries. Then, Section 4 details our sampling based label

propagation algorithms. Section 5, presents the implementation

environment and the experiment settings, followed by Section 6

1
https://giraph.apache.org/

Session 6: Theory of Performance ICPE ’22, April 9–13, 2022, Bejing, China

223

https://orcid.org/0000-0001-8597-3909
https://doi.org/10.1145/3489525.3511698
https://doi.org/10.1145/3489525.3511698
https://giraph.apache.org/


which details our experiments and results. Finally, we conclude in

Section 7.

2 RELATEDWORK
During the last decade, research communities working on graph

datasets have given a lot of interest to the definition of new strate-

gies for large graph parallel computing and analytics in a distributed

environment. This context opened up new challenges to define ef-

ficient graph partitioning algorithms [6, 14, 20]. One of the main

challenges consists in defining methods that allow to balance the

workload among the nodes of a distributed computing environment

and to reduce, at the same time, the communication load over the

network. In this section we discuss works about graph partitioning

approaches, then we present briefly graph sampling purposes and

applications.

Graph Partitioning. A common strategy in large graph par-

titioning is to use multilevel approaches [6]. Their main idea is to

generate a first partition on the basis of a reduced view of the graph

in which a vertex represents many vertices of the original graph.

For example a triangle of three vertices can be reduced to one. The

algorithms then expands the graph taking into account the whole

initial graph, such as METIS [15] algorithm. Another known algo-

rithm is Scotch [8] which deals with the graph changes, in contrary

to METIS. Streaming approaches [24] process the graph iteratively.

These methods are faster than multilevel algorithms but they build

partitioning with lower quality, in term of cuts and it’s generally

difficult to parallelize streaming algorithms.

Other works have used the label propagation approach (LP) [21] to

partition large graphs. LP was mainly used for community detection

in social networks [7, 13]. Making use of LP for the graph partition-

ing problem was motivated by the lightweight mechanism that uses

the network structure to guide its progress. LP partitioning meth-

ods generate less intermediary results than multilevel approaches,

which need to store many intermediate results such as the coarser

graph, and run with a lower complexity. Furthermore, LP method

is semantic-aware, given the existence of local closely connected

substructures, a label tends to propagate within such structures. In

[19] the authors defined a distributed partitioning algorithm called

Spinner that considers only edge balance. Spinner is based on LP ap-

proach and runs on the top of Giraph API.Compared to the previous

work, Spinner supports parallelism and can adapt an existing parti-

tioning to consider graph updates by adding or removing vertices

and edges and changing the number of partitions. The algorithm

divides 𝑁 vertices across 𝐾 partitions, while trying to keep similar

the number of edges in each partition. In the same context other

approaches have been proposed to take advantage from distributed

computation and Map-Reduce programming paradigms. In [2] the

authors embedded the nodes onto a line, and then processed them

in a distributed manner guided by a linear embedding order. Their

focus was on balanced-partitioning and on minimizing the total cut

size. Recently, [9] proposed a multi-objective LP based partitioning

algorithm B-GRAP. Comparing to previous methods, B-GRAP takes

into account either edge-balance or vertex balance constraint. The

authors showed experimentally that B-GRAP outperforms existing

LP based partitioning approaches.

Graph sampling. A graph sample is a subset of vertices and/ or

edges from original graph. The biggest advantage of sampling meth-

ods is their execution efficiency so that the graph transformation

procedure won’t take longer time than straightforward computa-

tion on original graph. It has a wide spectrum of applications, e.g.

exploring, visualizing, scaling up analysis, etc. Commonly used

techniques are vertex or edge sampling, traversal based sampling,

substructure sampling to find patterns such as triangles and tri-

ads and streaming sampling [10–12]. Sampling graph has evolved

during the last decade to more advanced graph exploration ap-

proaches such as Forest Fire and Frontier sampling and Random

Walk algorithm variants.

In our work, we aim to investigate the sampling approaches

for graph partitioning problem. Combining the sampling with the

graph partitioning could help to improve the performance of the

partitioning and to reduce the computation time. More particularly,

in the case of LP based approaches, a sample of the graph can be

used to initiate the label propagation process, instead of using the

whole graph [19] or based on an heuristic [9]. In fact, a subgraph

sample which takes into account the graph structure and selects

relevant nodes allows to propagate efficiently and rapidly the labels

through the whole graph. Furthermore, comparing to multilevel

partitioning approaches that use a coarsened graph as an an entry

for the partitioning, the sampling requires less computation time

and resources, as it uses few intermediate results.

3 BACKGROUND AND PRELIMINARIES
3.1 Problem Formulation and Notations
The label propagation algorithm was defined in the context of com-

munity detection in social networks [7, 13]. This approach re-used

in graph partitioning research context thanks to its lightweight and

intuitive mechanism. Given a number of partitions of the graph, the

naive LP algorithm simply works as follows: (i) At first, each vertex

is assigned to a partition randomly; (ii) Then, the label of each vertex

is propagated and updated iteratively to its neighborhood, where

each vertex takes the most frequent label among its neighborhood

as its own label. The process ends when labels no longer change.

In the following we describe formally the LP algorithm.

Given a number of partitions 𝐾 , a directed graph 𝐺 = ⟨𝑉 , 𝐸,𝜔⟩,
where 𝑉 is a set of vertices and 𝐸 a set of weighted edges with

𝜔 : 𝐸 → R+. Let 𝐿 = {𝑙}𝐾
𝑙=1

be a set of partition labels defined by a

labeling function𝜙 : 𝑉 → 𝐿 such that𝜙 (𝑣) = 𝑙 means that 𝑣 belongs

to the partition with label 𝑙 . The naïve LP algorithm proceeds as

follows. Initially, a unique label 𝑙𝑣 is assigned to each vertex 𝑣 . Then,

the label of each 𝑣 ∈ 𝑉 is propagated and updated iteratively to its

neighborhood 𝑁 (𝑣) = {𝑢 ∈ 𝑉 | (𝑣,𝑢) ∨ (𝑢, 𝑣) ∈ 𝐸} and is updated

until a given convergence criteria is reached. The label updating is

done by taking into account the most frequent label among 𝑁 (𝑣)
labels. More formally, let FLP (𝑣, 𝑙) be the frequency of a label 𝑙 in

the neighborhood of 𝑣 , defined by:

FLP (𝑣, 𝑙) =
∑︁

𝑢∈𝑁 (𝑣)
𝜔 (𝑣,𝑢)𝛿

(
𝜙 (𝑢), 𝑙

)
(1)

where 𝜙 (𝑢) gives the current label of 𝑢 and 𝛿 is the Kronecker delta

function, which is equal 1 if 𝜙 (𝑢) = 𝑙 , and 0 otherwise. The label
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of vertex 𝑣 is replaced by the label that maximizes the frequency

function: 𝑙𝑣 = argmax𝑙 FLP (𝑣, 𝑙).
If many maximal labels exist and do not include the current

label of 𝑣 , one of them is randomly chosen. LP algorithm stops if∑
𝑣∈𝑉

∑
𝑙 ∈𝐿 FLP (𝑣, 𝑙) converges according to a given threshold 𝜖 .

We note that naïve LP algorithm does not take into account the

directions of edges. To consider directed graphs, virtual edges are

added [9], such that: ∀(𝑣,𝑢) ∈ 𝐸,𝜔 (𝑣,𝑢) = 2 and if (𝑢, 𝑣) ∉ 𝐸, (𝑢, 𝑣)
is added with 𝜔 (𝑢, 𝑣) = 1.

3.2 B-GRAP
B-GRAP [9] aims to define a 𝐾-balanced and LP-based partitioning

algorithm that decreases the total cuts while considering the vertex

balance or the edge balance constraints in directed graphs.

B-GRAP objective functions. The basic LP approach updates the

labels without caring about balance, consequently the trivial opti-

mal solution of Eq. (1) is assigning all vertices to a single label. To

deal with this, the authors of B-GRAP have considired the balance

constraint in the update function by adding a penalty term, which

whenever the assignment of a vertex to a partition violates the

balance constraint. The new update function is defined as follow.

F = FLP + 𝜆P (2)

P represents penalty terms and 𝜆 is a weight parameter. Two

update functions PVB and PEB were defined to respectively deal

with vertex and edge balance constraints:

PVB (𝑙) =
1

𝐾
− 𝑠𝑖𝑧𝑒 (𝑉 , 𝑙)|𝑉 | (3)

This function measures the divergence between the perfect balance

ratio and the ratio of vertices with label 𝑙 .

PEB (𝑙) =
1

𝐾
− 𝑠𝑖𝑧𝑒 (𝐸, 𝑙)|𝐸 | (4)

PEB discourages a vertex to move to a partition with 𝑙 label, when

the ratio of edges in the partition 𝑙 is closer or larger than the

balance factor. Note that comparing to vertex balance, edge balance

minimizing the edge cuts implicitly by maximizing the edge locality

in each partition.

The algorithm 1 describes the main procedures of B-GRAP: ini-

tialisation and label propagation. To initialize B-GRAP, the authors

considered only hub vertices having a high outgoing degree 𝑑+ (.).
Their intuition is that the higher 𝑑+ (𝑣), the more 𝜙 (𝑣) will be propa-
gated and considered as frequent label. They defined their algorithm

1 as following: Given a directed graph 𝐺 = ⟨𝑉 , 𝐸,𝜔⟩, 𝑑𝑖𝑛𝑓 denotes
the minimum out degree threshold to consider that a vertex 𝑣 as

a hub vertex. The algorithm proceeds as follows. First, the set of

labels 𝐿 is initialized according to the input number of partitions

𝐾 value (Line 1). Then, each 𝑣 ∈ 𝑉 , such 𝑑+ (𝑣) > 𝑑𝑖𝑛𝑓 is randomly

assigned a label ∈ 𝐿 and those labels are propagated to neighbors

(Line 2). Then, the label of these neighbors are updated and propa-

gated iteratively using an update function (Lines 3-7). The vertices

are then checked and those not reached by the update/propagation

step are initialized randomly, to ensure that all vertices are assigned

a label (Lines 8-9). The algorithm repeats the update/propagate step

(Line 10-12) until convergence (Line 13).

Algorithm 1 B-GRAP

Input: 𝐺 = ⟨𝑉 , 𝐸, 𝑤 ⟩, 𝐾 , 𝜖 , 𝑑𝑖𝑛𝑓
Output: a partitioned graph𝐺 = ⟨𝑉 , 𝐸, 𝑤,𝜙 ⟩
1: 𝐿 = {𝑙 }𝐾

𝑙=1

2: for {𝑣 ∈ {𝑣 ∈ 𝑉 ,𝑑+ (𝑣) > 𝑑𝑖𝑛𝑓 }} do
3: 𝜙 (𝑣) = 𝑟𝑎𝑛𝑑𝑜𝑚 (𝐿) and propagate to 𝑁 (𝑣)
4: end for
5: while Δ

(
F
LP
(𝐺, 𝐿)

)
≤ 𝜖 do

6: for (𝑣 ∈ 𝑉 , 𝑙 ∈ 𝐿) do
7: get the set of frequent labels w.r.t an update function

8: end for
9: Update and propagate 𝜙 (𝑣) to 𝑁 (𝑣)
10: for

(
𝑣 ∈ 𝑉 , 𝜙 (𝑣) = 𝑛𝑢𝑙𝑙

)
do

11: initialize 𝜙 (𝑣) randomly from 𝐿 and propagate to 𝑁 (𝑣)
12: end for
13: end while
14: return𝐺 = ⟨𝑉 , 𝐸, 𝑤, {𝜙 (𝑣) }𝑣∈𝑉 ⟩

Algorithm 2 Sampling-based heuristics

Input: 𝐺 = ⟨𝑉 , 𝐸, 𝑤 ⟩, 𝐾, 𝜖, 𝜏, 𝛽, 𝜎
Output: a partitioned graph𝐺 = ⟨𝑉 , 𝐸,𝜔,𝜙 ⟩
1: Compute 𝜎 Seeds

2: Compute Sample and propagate (see Algorithm 3)

3: Update and propagate as in Algorithm (1) Lines 5-15

4: return𝐺 = ⟨𝑉 , 𝐸, 𝑤, {𝜙 (𝑣) }𝑣∈𝑉 ⟩

4 SAMPLING-BASED LABEL PROPAGATION
ALGORITHMS

4.1 Main procedures
One of the biggest problems in label propagation based partition-

ing algorithms is to deal with graphs of different structures. The

initialization step affects both the partitioning quality and the exe-

cution time. Our purpose is to study how we can introduce a graph

sampling in initialization step in order to deal with these issues.

[25] proposed a graph Rank Degree sampling method using a edge

selection rule based on a node ranking. In order to define our ini-

tialization heuristics, we identify two main steps: (i) seed vertices

selection to retrieve the initial 𝜎 vertices; (ii) sampling to take 𝛽

vertices from the neighbors of selected seeds in order to initiate

the LP process. In the second step, only 𝜏 vertices are selected from

the neighbors of a seed at each iteration, this allows to reduce the

impact of seeds with a high degree (hub vertices) on the sampling.

In fact, without 𝜏 parameter, most of the sampled vertices will be se-

lected from the neighborhood of the hub seeds. The Figure 1 shows

an overview on the sampling-based HD-B-GRAP and RD-B-GRAP

heuristics and summarizes the two steps comparing to B-GRAP.

The algorithm 2 describes the main procedures of sampling based

heuristics for seed selection (Line 1), neighbor sampling (Line 2,

𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑆𝑎𝑚𝑝𝑙𝑒 () function) and label updates and propagation

according to B-GRAP (Line 3). The function 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑆𝑎𝑚𝑝𝑙𝑒 () is
detailed in Algorithm 3. It is an iterative function that will continue

to execute itself until the stopping condition is met. In our case, the

stopping condition is when the sample size has been reached and

all partition sets have been initialized or in formal terms |𝑉𝑆 | ≥ 𝛽
and |𝑃𝑙 | ≥ 1,∀𝑙 ∈ 𝐿, where 𝑉𝑆 is the sampled vertices from the

graph and 𝑃𝑙 is the 𝑙-th partition.

In the case that a partition set is empty, the algorithmwill attempt

to initialize it and to balance all partition sets at the same time.

Thus, it will move a vertex from one partition with excess nodes

(i.e. |𝑃𝑘 | > |𝐺𝑆 |/𝐾 ) to the uninitialized partition (Lines 11-14). This

procedure will iterate until both stopping conditions are true.
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Figure 1: Sampling-based B-GRAP algorithms

4.2 RD-B-GRAP algorithm
RD-B-GRAP algorithm obtains a neighbor according to its rank in

descending order (omitting previously sampled vertices) and selects

𝜏 neighbors to be seeds in the next iteration. A complete execution

of the RD-B-GRAP is as follows (Algorithms 2 and 3).

In the seed selection sub-step, a seed will be selected as a random

uniform sample of the nodes. These seeds will later propagate in the

sampling propagation sub-step as follows: i) each vertex in the seed

will request the degree to all of its neighbors; ii) the same vertex,

in the following superstep, will receive the answering messages

from un-sampled neighbors and will only store those from the 𝜏

highest degree neighbors; finally, iii) the vertex will notify the 𝜏

highest degree neighbors that they have been sampled and will

be seed for the next iteration. The sampling propagation sub-step

will execute until the sample size is reached. Finally, the algorithm

moves to the label propagation step and returns the partitioning

when it converges.

Algorithm 3 RD-B-GRAP and HD-B-GRAP initializeSample()

Input: 𝐺,𝑆𝑒𝑒𝑑𝑠, 𝐾, 𝜏, 𝛽
Output: Sampled vertex sets with labels𝑉𝑆
1: 𝐿 ← {𝑙 }𝐾

𝑙=1

2: 𝑉𝑆 ← ∅
3: {𝑃𝑙 ← ∅}𝐾𝑙=1

4: while |𝑉𝑆 | ≥ 𝛽 and |𝑃𝑙 | ≥ 1, ∀𝑙 ∈ 𝐿 do
5: 𝐶 ← ∅, candidate set, 𝑆 ← ∅, sampled in superstep set

6: for 𝑠 ∈ 𝑆𝑒𝑒𝑑𝑠 do
7: find unvisited neighbors 𝑁 (𝑠) degrees, rank them in descending order

8: 𝐶 ← 𝐶∪ first 𝜏 vertices from ranked 𝑁 (𝑠)
9: for 𝑐 ∈ 𝐶 do
10: generate random number 𝑟

11: if 𝑟 ≤ 𝛽−|𝑉𝑆 |
|𝐶 | then

12: initialize 𝜙 (𝑐) randomly from 𝐿

13: 𝑃𝜙 (𝑐 ) ← 𝑃𝜙 (𝑐 ) ∪ {𝑐 }
14: 𝑆 ← 𝑆 ∪ {𝑐 }
15: end if
16: end for
17: end for
18: 𝑉𝑆 ← 𝑉𝑆 ∪ 𝑆
19: 𝑆𝑒𝑒𝑑𝑠 ← 𝑆
20: end while
21: return ⟨𝑉𝑆 , {𝜙 (𝑣) }𝑣∈𝑉𝑆 ⟩

In the real execution, each of the sampled vertices would be

assigned a label and aggregated into the counter of the label. Before

the algorithm finishes, it would have to verify that all partition sets

have a minimum of 1 vertex inside. If it is not the case, it will relabel

vertices from overpopulated sets. Now we will go on to see how

the HD-B-GRAP differs from this algorithm.

4.3 HD-B-GRAP algorithm
RD-B-GRAP and HD-B-GRAP are actually quite similar, the differ-

ence lies in the seed initialization sub-step, as we could see in Figure

1. We note that this sampling technique will result in a sample with

a higher bias to high degree vertices, which could lead to a reduced

Label Propagation execution time.

A complete execution of the HD-B-GRAP is as follows (Algo-

rithms 2 and 3). First we select the highest degree 𝜎 vertices. In the

seed selection sub-step, we first generate the degree distribution of

the entire graph and then select the vertices with the highest degree.

These seeds will later propagate in the sampling propagation sub-

step as follows: i) each vertex in the seed will request the degree to

all of its neighbors; ii) the same vertex, in the following superstep,

will receive the answering messages from un-sampled neighbors

and will only store those from the 𝜏 highest degree neighbors; fi-

nally, iii) the vertex will notify the 𝜏 highest degree neighbors that

they have been sampled and will be seed for the next iteration. The

sampling propagation sub-step will execute until the sample size is

reached. Finally, the algorithm moves to the label propagation step

and returns the partitioning when it converges.

5 EXPERIMENT SETTINGS
We achieved different experiments on different graph data sets in

order to study the impact of the sampling on the LP partitioning.

We specifically evaluated the edge-cut quality, the balance quality

and the LP computation time of HD-B-GRAP and RD-B-GRAP com-

paring to B-GRAP. All the experiments are done on a single-node

Hadoop cluster. The machine has 80 compute cores and 1.5Tera

RAM, but 64 cores and 786GB RAM are used by Hadoop.

Data sets description In our experiments, we use ten graph

data sets of different degree distributions and different sizes. LastFM

(LF), Wikitalk (W), Pockec (P), Flixster (F), LiveJournal (LJ), Orkut

(O) and Twitter (T) are social online networks graphs. BerkeleyStanf

(B) is the berkely.edu and stanford.edu web graph. DelaunaySC (D)

and Graph500 (G) are synthetic graphs. Notice that only (G) is an

undirected graph. The table Table 1 summarises for each graph data

set the edge and vertex numbers, the percentages of vertices with

at most one degree value and at least 100 degree value and also the

number of vertices with the maximum degree value.

We evaluate our algorithm over all the graphs presented in Ta-

ble 1, by varying the number of partitions 𝐾 ∈ {2𝑖 }6
𝑖=1

. We execute

10 runs of each algorithm for each graph and each value of 𝐾 to

ensure the significance of the results. For all experiments, we com-

pute the average variation of the following measures with respect

to the number of partitions 𝐾 and over the runs:

The maximum normalized unbalance of vertices (MNUVB) and of

edges (MNUEB): this metric is used to measure the unbalance and

represents the percentage-wise difference of only the largest parti-

tion from a perfectly balanced partition.

MNUVB =
max( |𝑉𝑙 |)
|𝑉 |/𝐾 , MNUEB =

max( |𝐸𝑙 |)
|𝐸 |/𝐾 , with 𝑙 ∈ 𝐿.

The edge-cuts ratio (EC): the ratio of edges connecting each two

vertices in two different partitions w.r.t the total number of edges.

The computation time (Time) required to complete the label propa-

gation processing.

We note that to compute EC andMNU only the original input

edges of the graph are considered. For all experiments, we set

𝜖 = 10
−3

as a threshold stop value and we set 𝜏 and the out degree
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Table 1: Data sets description
Graph LastFM WikiTalk BerkeleyStanf Flixster DelaunaySC LiveJournal Orkut Graph500 Twitter

Directed yes yes yes yes yes yes yes no yes

|𝑉 | 1.2 2.4M 0.7M 2.5M 8.4M 4.8M 2.7M 4.6M 41.7M

|𝐸 | 4.5 5M 7.6M 7.9M 25.2M 69M 117.2M 258.5M 1.5B

|{𝑣}𝑑+ (𝑣) ≤1
%| 49.6% 97.2% 11.0% 60.2% 25.8% 30.0% 16.7% 23.6% 10.5%

|{𝑣}𝑑+ (𝑣) ≥100
%| 0.1% 0.3% 0.9% 0.1% 0.0% 2.0% 8.6% 8.5% 3.2%

Max degree 1.1k 3k 84k 1.5k 28 22.9k 33.3K 544k 4.9M

Source [23] [17] [18] [23, 26] [4, 23] [3] [23] [23] [16]

average
¯𝑑+ =

|𝐸 |
|𝑉 |

2
. The penalty term weight parameter 𝜆 in the

update function F is set to 1. This gives an equal importance to

the penalty term P and to FLP according to the update functions

defined in Section 3.2. For HD-B-GRAP and RD-B-GRAP, we set

𝛽 = 0.2, 𝜎 = 0.1 × 𝛽 and 𝜏 = 2. We note that the choice of these

values is studied using several graphs and configurations, for more

details see Section 6.3.

6 RESULTS ANALYSIS
In the following, we firstly present the results of running the sam-

pling based partitioning algorithms HD-B-GRAP and RD-B-GRAP

comparing to B-GRAP using vertex and edge objective functions,

and also to the state art results. Then we the study about 𝛽, 𝛿 and 𝜏

parameters robustness.

6.1 Vertex-balance evaluation
In this experiments we compare the results obtained with

HD-B-GRAP, RD-B-GRAP and B-GRAP using the vertex balance

constraints. We study the impact of each sampling approach on

the vertex balance quality, on the edge-cut quality and on the LP

computation time.

Figure 2 shows that the sampling in the most of the graphs

doesn’t impact the balance quality and MNUVB is similar between

all the algorithms, expect for Wikitalk and BerkeleyStanf and 𝐾 ≥
32: the quality of RD-B-GRAP decreases slightly on Wikitalk and

poorly on BerkeleyStanf, HD-B-GRAP performs poorly on both

graphs. The results are slightly better than B-GRAP on LastFM and

Flixster graphs with an improvement rate equals ≈ 1%.

The quality of the edge-cut remains stable with very good val-

ues. We can notice a high improvement of EC for HD-B-GRAP on

WikiTalk, that counteracts the MNUVB distortion, and a slight im-

provement on some other graphs. The total average improvement

percent on each graph and for all values of 𝐾 is summarized as

follow: (i) HD-B-GRAP: 25% on WikiTalk, 4 ∼ 5% on BerkeleyStanf

and Flixster, 0 ∼ 1.5% on other graphs, (ii) RD-B-GRAP: 4 ∼ 5.5% on

WikiTalk, BerkeleyStanf and on Flixster, 0 ∼ 1.3% on other graphs.

Regarding the LP computation time, both sampling based ini-

tialization outperform the original B-GRAP. The improvement

varies between 6.3% and 40.7% for HD-B-GRAP and between 6.9%

and 38.6% for RD-B-GRAP. In the case of a large graph, such as

Twitter, the total average improvement of LP computation time is

12.7% (≈ 390 seconds) for HD-B-GRAP and 11.9% (≈ 370 seconds).
The average improvements percent for our sampling based algo-

rithms comparing to B-GRAP for each graphs and w.r.t. toMNUVB,

EC and LP time are given in Table 2. . In this table we emphasis the

2
The choice of this value was studied in [9]

values higher than 5% and we mark in red color the worst values

(≤ −5%).

Table 2: The percent of quality (EC,MNUVB) and performance
(LP time) improvements of HD-B-GRAP and RD-B-GRAP
w.r.t. B-GRAP and using the vertex balance.

Vertex Balance HD-B-GRAP (%) RD-B-GRAP (%)
Graph MNUVB EC LP Time MNUVB EC LP Time
LastFM 0.8 0.0 39.2 0.9 0.0 39.8
WikiTalk -25.1 24.4 32.8 -5.5 5.4 12.6
BerkeleyStanf -29.5 4.6 40.7 -36.0 5.3 38.6
Flixster 1.5 4.3 42.3 1.0 4.0 32.6
DelaunaySC 0.0 1.5 18.6 0.0 1.2 10.5
LiveJournal -0.1 0.0 11.1 -0.1 -0.1 13.6
Orkut 0.1 0.4 7.2 -0.1 0.4 6.9
Graph500 0.1 0.6 6.3 0.2 0.8 9.5
Twitter 0.0 1.3 12.6 0.1 1.3 11.9

6.2 Edge-balance evaluation
The results on balance quality and edge quality are similar to the

vertex balance case, similarly for the LP computation time, which

was improved over all graph data sets. In particular, the results

show a high improvement on the two largest graphs Graph500 and

Twitter with a percent of gain equals respectively to 40.3% and to

18.7%.

Comparison with the state of the art methods In the follow-

ing, we compare the results obtained with our proposed solutions

on Twitter graph to the results reported in [19]. Note that the au-

thors has evaluated only the edge balance quality, as they deal only

with this constraint. They used the ratio of local edges 𝜌 to evalu-

ate the partitioning quality, which equals to the number of edges

connecting two vertices belonging to the same partition divided

by the total number of edges. This metric is inversely proportional

to the ratio of edge-cuts. The computation time wasn’t considered

in this experiment, as the algorithms was executed in different

environments.

The table 3 summarizes the results obtained on Twitter graph

with the following algorithms: B-GRAP, HD-B-GRAP, RD-B-GRAP,

Spinner [19], Fennel [24] and Metis [15].

B-GRAP performs generally better HD-B-GRAP and

HD-B-GRAP w.r.t. to the local edge quality, and has similar

balance quality w.r.t. to the MNUEB. We assume that the de-

terioration of the cut quality is due to the presence of many

interconnected communities in the Twitter graph, that are difficult

to separate, which makes it hard to obtain a good sampling. In

particular, the seed selection method of HD-B-GRAP, based on

highest degrees, can lead to the selection of some interconnected

hub vertices which share a common neighbors.
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Figure 2: Variation of the average scores of MNUVB, EC and Time for the partitioning obtained with B-GRAP, HD-B-GRAP and
RD-B-GRAP, w.r.t. 𝐾 and with the vertex balance constraint.

Session 6: Theory of Performance ICPE ’22, April 9–13, 2022, Bejing, China

228



Comparing to other algorithms, B-GRAP has a slightly better lo-

cality quality than Spinner [19], which is based on the LP approach.

Fennel performs similarly to B-GRAP with respect to 𝜌 , except on

𝑘 = 2 the quality is the best, it performs poorly with respect to

MNUEB comparing to all other algorithms. Metis [15] remains the

best approach w.r.t. to quality of the partitioning and the balance.

However, we remind that Metis has a high computation cost.

6.3 Parameters robustness
In order to study the robustness of our sampling based partitioning

algorithms HD-B-GRAP and RD-B-GRAP to the sampling param-

eters, we defined two different main tests. Firstly, we studied the

impact of the sizes of the sample and of the seeds. Secondly, we stud-

ied the impact of 𝜏 , the neighboring nodes set size. Next we explain

our intuition for each experiment and we analyze the results.

To achieve these experiments, we used Twitter graph and we

fixed the number of partitions 𝐾 to 4. For the first experiment, the

sample size 𝛽 ∈ 10%, 15%, 20%, 25% × |𝑉 |, with 𝜎 = 𝛽/10 and 𝜏

fixed to 5. Finally, for each value of 𝛽 , we made 10 runs of each

algorithm and we computeMNUVB, EC, the sampling computation

time and the LP computation time. In the second experiment, 𝜏 ∈
{5, 25, 50, 100} and we fix the values of 𝛽 and 𝜎 respectively to

15% and 1.5% of the vertices number, then we proceed similarly to

compute the evaluationmeasures. The results that we have obtained

forMNUVB were similar for the different configurations. Therefore,

they are not relevant to study the robustness.

Impact of the sizes of seeds and sample: Our initial hypoth-
esis in regard to this parameter is that as 𝛽 value increases, the

algorithm should take more time to execute the sampling and less

time to execute the label propagation. Conversely, as 𝜎 increases

its value, we expect that the time required for the sampling will be

reduced, while the expected behavior on the label propagation is

that it will take less time to converge. The overall effect of changing

both 𝛽 and 𝜎 (since we defined 𝜎 to be 10% of 𝛽), should lead to a

reduced time because 𝜎 grows in terms of 𝜏 . In terms of the quality

of partitioning, we needed to show how it will be affect.

From the results shown in Figure 3, we can see that our hypoth-

esis is validated. It shows some slight variations in the edge-cut EC,
but the standard deviations of EC overlap, thus we cannot conclude

that there is an improvement in this regard. Conversely, we can see

that there is a clear improvement in execution time, both in terms

of the sampling and the label propagation steps. This execution

time decreasing can be obtained since 𝛽 = 15% and 𝜎 = 1.5%.

Impact of the neighboring nodes set size: Regarding this

parameter, our initial hypothesis in terms of time is that this might

be able to speed up the sampling and that in has no inference in

the label propagation. However, it doesn’t require to have a high

value in order to speed it up since the expected growth will be

capped at a maximum of |𝑆 | ∗ 𝜏 vertices sampled per superstep,

leading to exponential growth over iterations. We must keep in

mind, nevertheless, that the size of the seed varies through iterations

and in some cases it might contract in comparison to a previous

superstep. Note that for this test, we set 𝛽 = 15% and 𝜎 = 1.5%,

since they were the best configuration obtained in the previous

experiment.

From the results shown in Figure 4, we can confirm that the

algorithms are not sensitive to the value of 𝜏 . Since all metrics

overlap the standard deviation, we cannot say that the results are

better nor worse. Thus, we can say that a value of 5 for 𝜏 is as good

as having a value of 100.

7 CONCLUSIONS AND PERSPECTIVES
In this paper, we defined and studied HD-B-GRAP and RD-B-GRAP

algorithms that combine graph sampling and label propagation for

graph balanced partitioning, i.e. vertex or edge balance constraint.

To conclude, our algorithms have in general better edge-cut qual-

ity than the original B-GRAP algorithm and this gain comes at a

trade off for balance. This unbalance is not really noteworthy in

medium to large data sets, but on small data sets it is significant. We

also see that our algorithms tend to be slower since the sampling

stage has been introduced, however, once the sampling is achieved,

there are significant improvements on the label propagation stage.

In few cases, this gain was enough to counteract the time added

for the sampling. In vertex-balance case, regarding the LP conver-

gence, both algorithms have reduced computation time over all

the graphs by 6% to 40%. The conclusions in edge-balance case,

on either balance quality or edge quality are similar. We notice a

high improvement on the two largest graphs Graph500 and Twitter

with a percent of gain equals respectively to 40.3% and to 18.7%.

The comparison with some exiting edge-balanced partitioned meth-

ods on Twitter graph have showed a slight deterioration in EC,
especially for HD-B-GRAP. For this graph, we think that presence

of many interconnected communities impacts the quality of the

sampling. In terms of parameter robustness, changing the sample

size 𝛽 and, consequently the seeds size 𝜎 could lead to a reduced

execution time in both sampling and label propagation stages. In

the case of the Twitter graph, the improvement can be achieved

when 𝛽 = 15% and 𝜎 = 1.5%. For the seed neighboring nodes set

size parameter 𝜏 , it was difficult to conclude for Twitter data set.

There are many perspectives that we can explore. First of all,

we would like to study if an optimal configuration for the hyper-

parameters exists and or if it depends on the graph topology. In

the same way, we have been able to prove that graph sampling can

improve the performance of label propagation algorithms, it would

be interesting to extend this work to other existing approaches of

graph partitioning on which the initialization is performed at ran-

dom, such as multilevel algorithms. Finally, since label propagation

is originally a community detection algorithm, we could explore

sampling based algorithms to try to tackle this open problem.
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