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ABSTRACT
Round robin (RR) is a widely adopted scheduling policy in mod-

ern computer systems. The scheduler handles the concurrency by

alternating the run processes in such a way that they can use the

processor continuously for at most a quantum of time. When the

processor is assigned to another process, a context switch occurs.

Although modern architectures handle context switches quite effi-

ciently, the processes may incur in some indirect costs mainly due

to cache overwriting.

RR is widely appreciated both in case of interactive and CPU

intensive processes. In the latter case, with respect to the First-

Come-First-Served approach (FCFS), RR does not penalise the small

jobs.

In this paper, we study a scheduling policy, namely PS-FCFS, that

fixes a maximum level of parallelism 𝑁 and leaves the remaining

jobs in a FCFS queue. The idea is that of exploiting the advantages

of RR without incurring in heavy slowdowns because of context

switches.

We propose a queueing model for PS-FCFS allowing us to: (i) find

the optimal level of multiprogramming and (ii) study important

properties of this policy such as the mean performance measures

and results about its sensitivity to the moments of the jobs’ service

demands.
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1 INTRODUCTION
Processor sharing (PS) discipline has been widely studied in queue-

ing theory especially motivated by computer science or telecommu-

nication applications. In fact, the well-known round robin discipline

with preemption of modern operating systems is well approximated

by PS. In PS, each job in the queue receives the same amount of

computational power and this approximates the fact that the round

robin with preemption and resume implemented by operating sys-

tems assigns the processor to each of the ready jobs for a certain

time-slice.

However, this approximation neglects the costs of the context

switches. In fact, whenever a process is preempted and another

one is resumed, the operating system must save the state of the

former and restore the state of the latter. This causes what are

known to be the direct costs of context switches and are estimated

in modern architectures between 1 and 10 𝜇𝑠 according to the Intel-

like architectures being considered (see, e.g., [14] and [26]) while,

according to [4], in Linux on ARM architectures it raises to 48 𝜇𝑠 .

For practical situations, direct costs may cause a small reduc-

tion in the performance of real world systems. However, context

switches cause other time costs, namely the indirect costs. These
mainly include the costs due to the sharing of L1-L3 cache systems

among the parallel processes. Notice that, as for the Translation

Lookaside Buffer (TLB) flushing penalties, these have been drasti-

cally reduced by modern processors both of AMD and Intel [18].

The indirect costs depend both on the architecture and on the

application being run [4]. Several works agree on the fact that these

penalties can reach up to few hundreds of microseconds per context

switch [4, 14, 17].

In [9], the authors use SPEC CPU2006 benchmarks to assess the

slowdown of processes for time-slices of 2.5 or 5ms. The measured

slowdown can reach up to 50% for certain applications (hmme) with

the smallest time-slice.

At this point, while it is clear that round-robin is useful for inter-

active processes, it becomes more difficult to say if this is a useful

scheduling in the case of CPU intensive processes. In these cases,

First-Come-First-Served (FCFS) discipline would eliminate almost

entirely direct and indirect costs of context switches. However, it

is well-know from queueing theory that, if the service demands of

jobs (or their length) have a high coefficient of variation, the per-

formance of FCFS in terms of response time can be extremely poor

(see [12] for the results of the M/G/1 queueing system). Intuitively,

this is due to the fact that a small job arriving after a big one has to

wait for the completion of the latter before beginning its service.

For example, an inversion of the order of service would drastically

reduce the response time for the small job with a small penalty for

the big one.
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Processor sharing largely solves this problem. It is well-known

that, under a Poisson arrival process, the expected response time

depends only on the average service demand of the incoming jobs

and not on its variance (or higher moments). The𝑀/𝐺/1 and the

𝑀/𝐺/1/𝑃𝑆 queueing systems have the same expected response

time when the service demand of the job has the variance of the

exponential random variable. For higher coefficients of variation,

the PS policy performs better than FCFS.

In the literature, a possible workaround to the penalty of the

round robin is that of modulating the time-slice size dynamically.

However, increasing the time-slice dynamically is in general compli-

cated, and the decision algorithm itself may increase the overhead

of the context switch (see, e.g., [21]). Moreover, longer time-slices

may affect the performance of possible concurrent interactive pro-

cesses and the control of the length is, in general, not possible in

user mode.

In this paper, we propose a different approach to the problem.We

schedule the jobs with amixed discipline of PS and FCFS, i.e., at each

moment at most 𝑁 jobs share the processor and the remaining ones

are queued according to a FCFS policy. Figure 1 shows a graphical

description of this discipline. Notice that the server has a state

dependent speed to account for the slowdown caused by the PS.

The slowdown function can depend on the number of concurrent

jobs being concurrently served by the server. The goal is to enjoy

the benefits of the PS discipline on the concurrent jobs but without

paying a high penalty for the context switching.

Clearly, the new policy is useful only when the jobs’ service

demands have a variance higher than that of the exponential ran-

dom variable, otherwise a plain FCFS would be simpler and would

perform better. However, jobs’ lengths are heavily tailed in practi-

cal situations as reported in many works (see, e.g., [6, 20] and the

references therein).

This policy is not entirely new as it is used by some popular

applications, as e.g., Apache web server. However, in these cases, the

limitation of parallel processes is mainly done to contain the amount

of resources globally used by the application. For example, for what

concerns the memory resource, the objective is not to resort to page

swapping that would lead to a drastic system slowdown.

The case of multi cores can be reduced to that of a single core

by using the load-dependency of the service rate of the queueing

system. However, in many scenarios, the possibility of specifying

the affinity of a job to a core naturally reduces the problem of multi

cores to that of finding the optimal level of concurrency for a single

core [11, Ch. 35].

The research questions are twofold.

(i) One the one side, we aim to develop a model-based optimiza-

tion procedure that allows us to find the optimal value for 𝑁 given

the penalty of the context switches and service demand distribution.

Clearly, if 𝑁 = 1 the PS-FCFS policy corresponds to the simple FCFS

while if𝑁 → ∞we obtain a state dependent PS queue. The PS-FCFS

operates between these two limiting cases and, intuitively, finding

the optimal 𝑁 to minimise the expected response time (or equiva-

lently the average occupancy 𝐿) takes into account that, with FCFS,

the server does not waste time in context switches but small jobs

are penalised, while with a pure PS discipline the context switch

costs negatively affect our goal.

(ii) The second problem that we address is more theoretical. It

is well-known that under independent Poisson arrival process, the

expected response time of the M/G/1/PS depends only on the first

moment of the service demand, while for the FCFS discipline we

must consider the first two moments. Our findings show that, sur-

prisingly, the M/G/1/PS-FCFS queue is sensitive to moments higher

than the second of the service demand. Although this observation

has little practical consequences since, according to our experi-

ments, the differences in the expected response times are small

between distributions with the same first two moments, from a

theoretical perspective we think it is an intriguing result.

The paper is structured as follow. Section 2 describes the motiva-

tions and the applications of the results of this research. In Section 3,

we formally introduce the PS-FCFS discipline and introduce the

modelling assumptions. In Section 4, we show its solution based on

the generating function method. Section 5 discusses the sensitivity

of the disciplines to the moments of the service time distribution.

Section 6 presents some case studies and unveil some insights of the

PS-FCFS discipline. Related work is discussed in Section 7. Finally,

Section 8 concludes the paper.

2 MOTIVATIONS AND APPLICATIONS
Nowadays, parallel computations are extremely important espe-

cially in the domain of high performance computing. Hardware

architectures provide several real or virtual cores each of which

can run several processes or threads. While, in general, increasing

parallelism is a clear advantage until the number of physical cores is

reached (they generally have independent L1 and L2 cache systems

and a very large L3 cache), it is less obvious how many processes

should run for each core.

POSIX threads allow the programmer to specify the multipro-

gramming level for each core and the scheduling discipline that

must be used to handle the parallelism [11, 22]: Round-Robin, First-

Come-First-Served or Other, where the latter is the default one and
uses the default policy of the operating system.

Linux scheduler program is called Completely Fair Scheduler
(CFS) and decides the length of processes/threads’ time-slice based

on a dynamic priority that privileges interactive tasks and on the

total number of processes. It is interesting to see that with higher

number of parallel processes the time-slice is reduced and hence

more context switches per unit of time are performed
1
.

Our queueing model can be used, for example, in these scenarios:

(1) Assume we have a process with a certain (heavy) memory

requirement and whose length is distributed according to a

known distribution. For simplicity, let us ignore the context

switch costs. What is the minimum level of parallelism (i.e.,

what is the minimum amount of memory that is needed) that

we should use to enjoy the benefits of PS in the reduction of

the expected response time?

(2) Assume a scheduling policywhose time-slice becomes smaller

as the number of processes increases (e.g., the CFS). Given

the job size distribution, the slowdown due to a context

switch and the intensity of the workload, what is the opti-

mal multiprogramming level decided considering the trade

off between the reduction of the expected response time

1
https://developer.ibm.com/tutorials/l-completely-fair-scheduler/
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Pool of N jobs served with PS

Single load dependent server

Job served with PS

Job waiting in the FCFS queue

Figure 1: The FCFS-PS policy
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Figure 2: Two-phase Coxian distribution

and the penalty due to the context switch costs (direct and

indirect)?

Questions similar to the second one require the estimation of the

direct and indirect costs of context switches. There are several ways

to do this, although the main methodology is the Ousterhout’s

method [19].

The answers to the previous questions depend, in general, on the

traffic intensity. The numerical solution of the models is efficient

and thus can be used for dynamical online configuration of the

optimal maximum multiprogramming level.

3 THE FCFS-PS MODEL
Jobs arrive in a Poisson stream at rate 𝜆 and are served by a single

server with load-dependent speed. The job lengths (measured in

instructions) are i.i.d. random variables with Coxian distribution

with 𝐾 phases. Recall that Coxian distributions can model any

distribution with rational Laplace transform and are dense in the

domain of positive valued distributions.

Phase 𝑖 is distributed exponentially with mean 1/𝜈𝑖 , for 𝑖 =

1, . . . , 𝐾 . Phase 𝑖 + 1 follows phase 𝑖 with probability 𝑞𝑖 . When the

Coxian random variable consists of only 2 stages, we omit the

subscript to 𝑞1. Figure 2 shows an example of Cox-2 r.v..

The job scheduling policy is a combination of Processor-Sharing

(PS) and First-Come-First-Served (FCFS), depending on a threshold

parameter, 𝑁 . That is, the jobs occupying the first 𝑁 positions in

the queue share the processor equally, while the remaining jobs

wait in order of arrival. Incoming jobs join the PS group if they

find fewer than 𝑁 jobs present, otherwise they join the FCFS group.

This policy will be referred to as FCFS-PS and is illustrated in Figure

1.

As previously discussed, the frequent context-switching inherent

in the implementation of the PS discipline imposes a speed penalty

which may depend on the number of jobs sharing, 𝑛. More precisely,

the useful service capacity (measured in user instructions executed

per unit time) is some non-increasing function of 𝑛, 𝑠 (𝑛). For ex-
ample, the service capacity could have the form 𝑠 (𝑛) = 𝑎/(𝑏 + 𝑛),
where 𝑎 and 𝑏 are positive constants. Thus, the processor works at

its lowest service capacity, 𝑠 (𝑁 ), when there are 𝑁 or more jobs

present.

4 GENERATING FUNCTION SOLUTION FOR
TWO PHASE COXIAN SERVICE DEMAND

In this section, we describe the solution for the case where the

service time is distributed according to a Coxian r.v. with 2 phases.

In Section 5, we consider the more general case of arbitrary number

of phases.

Under this simplifying assumption, the system state is described

by a pair of integers, (𝑛, 𝑖), where𝑛 is the number of jobs present and

𝑖 is the number of jobs which are currently in phase 1 of their execu-

tion. The feasible states are 𝑛 = 0, 1, . . . and 𝑖 = 0, 1, . . . ,min(𝑛, 𝑁 ).
Since the variable 𝑛 increases and decreases by one job at a time,

the above assumptions imply that (𝑛, 𝑖) is a Markov process of the

Quasi-Birth-and-Death type. That process has a stationary distri-

bution if the offered load (instructions per unit time) is lower than

the lowest service capacity:

𝜆

(
1

𝜈1

+ 𝑞

𝜈2

)
< 𝑠 (𝑁 ) . (1)

This condition is necessary and sufficient.

When the system is in state (𝑛, 𝑖), with 𝑛 < 𝑁 , a fraction 𝑠 (𝑛)𝑖/𝑛
of the service capacity is allocated to jobs in phase 1, and a fraction

𝑠 (𝑛) (𝑛 − 𝑖)/𝑛 to jobs in phase 2. Hence, the completion rates for

phases 1 and 2 are 𝑠 (𝑛)𝑖𝜈1/𝑛 and 𝑠 (𝑛) (𝑛 − 𝑖)𝜈2/𝑛, respectively. To
simplify the notation, we shall denote the phase 1 and phase 2

completion rates per job by 𝜇1,𝑛 = 𝑠 (𝑛)𝜈1/𝑛 and 𝜇2,𝑛 = 𝑠 (𝑛)𝜈2/𝑛,
respectively. Then the overall phase 1 and phase 2 completion rates

in state (𝑛, 𝑖), for 𝑛 < 𝑁 , can be expressed as 𝑖𝜇1,𝑛 and (𝑛 − 𝑖)𝜇2,𝑛 ,

respectively.

If 𝑛 ≥ 𝑁 , the completion rates cease to depend on 𝑛. We shall

write 𝜇1 = 𝑠 (𝑁 )𝜈1/𝑁 and 𝜇2 = 𝑠 (𝑁 )𝜈2/𝑁 , so that the overall

phase 1 and phase 2 completion rates in state (𝑛, 𝑖) become 𝑖𝜇1 and

(𝑁 − 𝑖)𝜇2, respectively.
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𝜆

𝜆
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𝜆
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2𝜇23𝜇2

3𝜇2 2𝜇2
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𝜇1,1𝑞

𝜇1,1𝑞

2𝜇1,2𝑞𝜇1,2𝑞

Figure 3: State transition diagram for 𝑁 = 3 (𝑞 = 1 − 𝑞)

The transition structure of the Markov process, for the case

𝑁 = 3, is illustrated in Figure 3. Note that the state entered after

a phase 1 completion is (𝑛, 𝑖 − 1) with probability 𝑞 (the job starts

phase 2), and with probability 1 − 𝑞, it is either state (𝑛 − 1, 𝑖 − 1)
(when𝑛 ≤ 𝑁 ; the job departs and there are no waiting jobs), or state

(𝑛 − 1, 𝑖) (when 𝑛 > 𝑁 ; the job departs and is replaced by a waiting

job in phase 1). A phase 2 completion results in state (𝑛− 1, 𝑖) when
𝑛 ≤ 𝑁 , and state (𝑛 − 1, 𝑖 + 1) when 𝑛 > 𝑁 (a waiting job starts

phase 1). A new arrival finding state (𝑛, 𝑖) causes a transition to

state (𝑛 + 1, 𝑖 + 1) if 𝑛 < 𝑁 and to state (𝑛 + 1, 𝑖) if 𝑛 ≥ 𝑁 .

Let 𝜋𝑛,𝑖 be the steady-state probability of state (𝑛, 𝑖). In view

of the transition structure described above, we can write a set of

balance equations for these probabilities. First, when 𝑛 = 0,

𝜆𝜋0,0 = 𝜇1,1 (1 − 𝑞)𝜋1,1 + 𝜇2,1𝜋1,0 . (2)

For 𝑛 = 1, 2, . . . , 𝑁 − 1, the balance equations for 𝑖 = 0, 1, . . . , 𝑛

can be written as

(𝜆 + 𝑖𝜇1,𝑛 + (𝑛 − 𝑖)𝜇2,𝑛)𝜋𝑛,𝑖 = 𝜆𝜋𝑛−1,𝑖−1 + (𝑖 + 1)𝜇1,𝑛𝑞𝜋𝑛,𝑖+1

+ (𝑖 + 1)𝜇1,𝑛+1 (1 − 𝑞)𝜋𝑛+1,𝑖+1 + 𝜇2,𝑛+1 (𝑛 + 1 − 𝑖)𝜋𝑛+1,𝑖 , (3)

where 𝜋𝑛−1,−1 = 0 𝜋𝑛,𝑛+1 = 0 by definition.

The balance equations for 𝑛 = 𝑁 and 𝑖 = 0, 1, . . . , 𝑁 are

(𝜆 + 𝑖𝜇1 + (𝑁 − 𝑖)𝜇2)𝜋𝑁,𝑖 = 𝜆𝜋𝑁−1,𝑖−1 + (𝑖 + 1)𝜇1𝑞𝜋𝑁,𝑖+1

+ 𝑖𝜇1 (1 − 𝑞)𝜋𝑁+1,𝑖 + 𝜇2 (𝑁 − 𝑖)𝜇2𝜋𝑁+1,𝑖−1 ; 𝑖 = 0, 1, . . . , 𝑁 , (4)

where 𝜋𝑁,𝑁+1 = 0 and 𝜋𝑁+1,−1 = 0 by definition.

The balance equations for all states where 𝑛 > 𝑁 have a slightly

different first term in the right-hand side.

(𝜆 + 𝑖𝜇1 + (𝑁 − 𝑖)𝜇2)𝜋𝑛,𝑖 = 𝜆𝜋𝑛−1,𝑖 + (𝑖 + 1)𝜇1𝑞𝜋𝑛,𝑖+1

+ 𝑖𝜇1 (1 − 𝑞)𝜋𝑛+1,𝑖 + 𝜇2 (𝑁 − 𝑖)𝜇2𝜋𝑛+1,𝑖−1 ; 𝑛 > 𝑁, 𝑖 = 0, 1, . . . , 𝑁 .

(5)

Again, 𝜋𝑛,𝑁+1 = 0 and 𝜋𝑛+1,−1 = 0 by definition.

We will solve the infinite set of equations (4) and (5) by trans-

forming them into a finite set involving 𝑁 + 1 generating functions

defined as

𝑔𝑖 (𝑧) =
∞∑
𝑛=𝑁

𝜋𝑛,𝑖𝑧
𝑛−𝑁

; 𝑖 = 0, 1, . . . , 𝑁 . (6)

Consider first the case 𝑖 = 0. Multiplying equations (5) by 𝑧𝑛−𝑁

and adding them to (4) produces the following equation,

[𝜆 + 𝑁𝜇2]𝑔0 (𝑧) = 𝜆𝑧𝑔0 (𝑧) + 𝜇1𝑞𝑔1 (𝑧) , (7)

which we shall rewrite as

𝑎0 (𝑧)𝑔0 (𝑧) − 𝜇1𝑞𝑔1 (𝑧) = 0 , (8)

where

𝑎0 (𝑧) = 𝜆(1 − 𝑧) + 𝑁𝜇2 .

When 𝑖 > 0, the resulting equations involve ‘boundary’ proba-

bilities. Multiplying by 𝑧𝑛−𝑁 and summing yields

[𝜆 + 𝑖𝜇1 + (𝑁 − 𝑖)𝜇2]𝑔𝑖 (𝑧) = 𝜆𝜋𝑁−1,𝑖−1 +𝜆𝑧𝑔𝑖 (𝑧) + (𝑖 + 1)𝜇1𝑞𝑔𝑖+1 (𝑧)

+ 𝑖𝜇1 (1 − 𝑞)
𝑧

[𝑔𝑖 (𝑧) −𝜋𝑁,𝑖 ] +
(𝑁 − 𝑖 + 1)𝜇2

𝑧
[𝑔𝑖−1 (𝑧) −𝜋𝑁,𝑖−1] , (9)

where the term involving 𝑔𝑖+1 (𝑧) does not exist if 𝑖 = 𝑁 . This

equation can be rewritten, after multiplying both sides by 𝑧 and

rearranging terms, in the form

𝑎𝑖 (𝑧)𝑔𝑖 (𝑧)− (𝑖+1)𝜇1𝑞𝑧𝑔𝑖+1 (𝑧)− (𝑁 −𝑖+1)𝜇2𝑔𝑖−1 (𝑧) = 𝑏𝑖 (𝑧) , (10)
where:

𝑎𝑖 (𝑧) = 𝜆𝑧 (1 − 𝑧) + 𝑖𝜇1 (𝑧 − 1 + 𝑞) + (𝑁 − 𝑖)𝜇2𝑧

for 𝑖 = 1, 2, . . . , 𝑁 and :

𝑏𝑖 (𝑧) = 𝜆𝑧𝜋𝑁−1,𝑖−1 − 𝑖𝜇1 (1 − 𝑞)𝜋𝑁,𝑖 − (𝑁 − 𝑖 + 1)𝜇2𝜋𝑁,𝑖−1

for 𝑖 = 1, 2, . . . , 𝑁 . Again, 𝑔𝑖+1 (𝑧) appears only when 𝑖 < 𝑁 .

The above set of simultaneous equations can be written in matrix

and vector form as follows.

𝐴(𝑧)g(𝑧) = b(𝑧) , (11)

where g(𝑧) is the column vector [𝑔0 (𝑧), 𝑔1 (𝑧), . . . , 𝑔𝑁 (𝑧)], b(𝑧) is
the column vector [0, 𝑏1 (𝑧), . . . , 𝑏𝑁 (𝑧)], and𝐴(𝑧) is the tri-diagonal
matrix

𝑎0 (𝑧) −𝜇1𝑞

−𝑁𝜇2 𝑎1 (𝑧) −2𝜇1𝑞𝑧

−(𝑁 − 1)𝜇2 𝑎2 (𝑧) −3𝜇1𝑞𝑧

. . .

−2𝜇2 𝑎𝑁−1 (𝑧) −𝑁𝜇1𝑞𝑧

−𝜇2 𝑎𝑁 (𝑧)


.

The solution of (11) is given by

𝑔𝑖 (𝑧) =
𝐷𝑖 (𝑧)
𝐷 (𝑧) ; 𝑖 = 0, 1, . . . , 𝑁 , (12)
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where𝐷 (𝑧) is the determinant of𝐴(𝑧) and𝐷𝑖 (𝑧) is the determinant

of the matrix obtained from 𝐴(𝑧) by replacing its 𝑖 + 1’st column

with the column vector b(𝑧) (it is customary to number the columns

from 1 to 𝑁 + 1, rather than from 0 to 𝑁 ).

Thus all generating functions are determined in terms of the

2𝑁 + 1 unknown probabilities that appear in the elements of b(𝑧):
𝜋𝑁−1,𝑖 , for 𝑖 = 0, 1, . . . , 𝑁 − 1 and 𝜋𝑁,𝑖 , for 𝑖 = 0, 1, . . . , 𝑁 . One

relation among these unknowns is obtained by setting 𝑧 = 0 in (8):

(𝜆 + 𝑁𝜇2)𝜋𝑁,0 − 𝜇1𝑞𝜋𝑁,1 = 0 . (13)

This coincides, of course, with (4) for 𝑖 = 0.

Also unknown are the state probabilities that do not appear in

𝑔𝑖 (𝑧): 𝜋𝑛,𝑖 , for 𝑛 = 0, 1, . . . , 𝑁 − 2 and 𝑖 = 0, 1, . . . , 𝑛. This makes

a total of (𝑁 + 1) (𝑁 + 2)/2 unknown constants that need to be

determined.

The balance equations (2) and (3), for 𝑛 = 0, 1, . . . , 𝑁 − 1 and

𝑖 = 0, 1, . . . , 𝑛, form 𝑁 (𝑁 + 1)/2 relations between the unknowns.

These, together with (13), leave us needing a further 𝑁 equations, of

which at least one must be non-homogeneous (i.e., have a non-zero

right-hand side).

A set of 𝑁 −1 additional equations are provided by the following

result.

Lemma. When the stability condition (1) holds, the polynomial
𝐷 (𝑧) has exactly 𝑁 − 1 real and distinct roots, 𝑧1, 𝑧2, . . ., 𝑧𝑁−1, in
the open interval (0,1). There are no other roots in the interior of the
unit disc.

The proof of this Lemma is in the Appendix.

Consider one of the generating functions, say 𝑔0 (𝑧). Since it is
finite on the interval (0,1), the numerator in the right-hand side

of (12), 𝐷0 (𝑧), must vanish at each of the points 𝑧1, 𝑧2, . . ., 𝑧𝑁−1,

yielding 𝑁 − 1 equations. Using a different generating function

would not provide new information.

The final, and only non-homogeneous equation, is the normaliz-

ing condition. All stationary probabilities 𝜋𝑛,𝑖 , for 𝑛 = 0, 1, . . ., and

all feasible 𝑖 , must sum up to 1. This can be written as

𝑁−1∑
𝑛=0

𝑛∑
𝑖=0

𝜋𝑛,𝑖 +
𝑁∑
𝑖=0

𝑔𝑖 (1) = 1 . (14)

The evaluation of 𝑔𝑖 (1), according to (12), is slightly complicated

by the fact that both 𝐷𝑖 (𝑧) and 𝐷 (𝑧) are 0 when 𝑧 = 1. One has to

divide those two polynomials by 𝑧 − 1 before evaluating them at

𝑧 = 1. That division can be carried out explicitly.

Replace the last row of 𝐷 (𝑧) by the sum of all rows; this does

not change its value. All elements of the new last row now have a

common factor 𝑧 − 1, allowing us to write

𝐷 (𝑧) = (𝑧 − 1)�̄� (𝑧) , (15)

where �̄� (𝑧) differs from 𝐷 (𝑧) only in the last row, which is now

the row vector

d(𝑧) = [−𝜆, 𝜇1 + (𝑁 − 1)𝜇2 − 𝜆𝑧, 2𝜇1 (1 − 𝑞) + (𝑁 − 2)𝜇2 − 𝜆𝑧,
. . . , 𝑁 𝜇1 (1 − 𝑞) − 𝜆𝑧] . (16)

A similar operation can be carried out with 𝐷𝑖 (𝑧). Replacing its

last row by the sum of all rows produces a common factor 𝑧 − 1 as

before, except in the case of the 𝑖 + 1’st element, which is the sum

of the elements of vector b(𝑧) appearing in (10). That sum is given

by

𝑁∑
𝑖=1

𝑏𝑖 (𝑧) = 𝜆𝑧
𝑁∑
𝑖=1

𝜋𝑁−1,𝑖−1−
𝑁∑
𝑖=1

[𝑖𝜇1 (1−𝑞)𝜋𝑁,𝑖+(𝑁−𝑖+1)𝜇2𝜋𝑁,𝑖−1] ,

(17)

and can be rewritten as

𝑁∑
𝑖=1

𝑏𝑖 (𝑧) = (𝑧 − 1)𝜆
𝑁∑
𝑖=1

𝜋𝑁−1,𝑖−1 = (𝑧 − 1)𝜆𝜋𝑁−1, · , (18)

where 𝜋𝑁−1, · is the marginal probability that there are 𝑁 − 1 jobs

present. Here we have used the equality

𝜆

𝑁∑
𝑖=1

𝜋𝑁−1,𝑖−1 =

𝑁∑
𝑖=1

[𝑖𝜇1 (1 − 𝑞)𝜋𝑁,𝑖 + (𝑁 − 𝑖 + 1)𝜇2𝜋𝑁,𝑖−1] , (19)

which balances the flow from 𝑁 − 1 to 𝑁 jobs, with the flow from

𝑁 to 𝑁 − 1 jobs.

Thus we can write

𝐷𝑖 (𝑧) = (𝑧 − 1)�̄�𝑖 (𝑧) , (20)

where �̄�𝑖 (𝑧) is 𝐷𝑖 (𝑧) with its last row replaced by d(𝑧), and the

𝑖 + 1’st element of that row replaced by 𝜆𝜋𝑁−1, ·. The values of 𝑔𝑖 (𝑧)
at 𝑧 = 1, in terms of the unknown probabilities, are obtained from

𝑔𝑖 (1) =
�̄�𝑖 (1)
�̄� (1)

; 𝑖 = 0, 1, . . . , 𝑁 , (21)

Having assembled and solved the set of equations determining

the unknown probabilities, we can compute performance measures.

In particular, the average number of jobs in the system, 𝐿, is given

by

𝐿 =

𝑁−1∑
𝑛=1

𝑛

𝑛∑
𝑖=0

𝜋𝑛,𝑖 +
𝑁∑
𝑖=0

[𝑔′𝑖 (1) + 𝑁𝑔𝑖 (1)] , (22)

The derivatives of 𝑔𝑖 (𝑧) at 𝑧 = 1 can be computed by following the

rules for differentiating a determinant. However, a simpler way is

to use the definition of a derivative:

𝑔′𝑖 (1) ≈
𝑔𝑖 (1) − 𝑔𝑖 (1 − 𝛿)

𝛿
; 𝑖 = 0, 1, . . . , 𝑁 , (23)

for some suitably small 𝛿 .

5 SENSITIVITY ANALYSIS
In this section, we study the sensitivity of the expected performance

indices to the moments of the job length distribution. The result

that we show is rather counter intuitive although it mainly rises

interesting theoretical observations rather than practical ones.

First, we recall that the M/G/1/PS queueing system enjoys the

insensitivity property, i.e., the stationary distribution of the number

of jobs in the queue (and hence all the expected stationary perfor-

mance indices) depends only on the first moment of the job length

distribution (see, e.g., [24]).

Conversely, the stationary distribution of the queueing system

M/G/1/FCFS depends on the first two moments of the job length

distribution and the expected response time is negatively affected

by its coefficient of variation as derived by the famous P-K for-

mula [12].

The scheduling discipline that we propose is a combination of

PS and FCFS, hence one may intuitively guess that its expected
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performance measures are independent of the moments of the job

length distribution higher than the second. It is very surprising that

this claim is not true.
This observation has theoretical interest but we argue that, for

practical purposes, the analysis relying only on the first two mo-

ments is sufficient for at least two reasons. First, in many practical

cases, the estimation of the moments higher than the second of the

service demands may be difficult and many techniques rely on the

first or on the first two moments (see, e.g., [8, 23] and [25] for an

example of estimation of higher moments). Second, although we

observe a discrepancy between the predicted performance indices

of two distributions that share the first two moments but have

different following ones, these are sufficiently small to make the

use of only the first two moments accurate enough for practical

purposes.

In order to study the sensitivity property of the FCFS-PS sched-

uling discipline, we use a matrix geometric solution based on the

observation that we are considering a QBD process. With respect

to the generating function method, this allows us to study Coxian

distributions with more than two phases. The advantages of the

generating function approach with respect to the QBD are discussed

in Remark 1 at the end of this section.

5.1 Matrix geometric solution
The queueing process described in Section 3 can be seen as a QBD

where ‘levels’ correspond to the number of jobs present in the FCFS

queue.

In this section, we consider arbitrary 𝐾 > 0 stages of service in

the Coxian distribution.

Each level is described by the state of the jobs in service. We

resort to the state representation that counts the number of jobs in

service the are in each Coxian stage (see, e.g., [3]).

The state is described by the vector (𝑛𝐹 , 𝑛1, . . . , 𝑛𝐾 ) where 𝑛𝐹
is the number of jobs queued in the FCFS buffer, 𝑛𝑖 , 𝑖 = 1, . . . , 𝐾 ,

is the number of jobs in the PS buffer being served at stage 𝑖 . The

first component of this state representation is the level of the QBD.

When 𝑛𝐹 > 0, an arrival with intensity 𝜆 causes a passage from

level 𝑛𝐹 to 𝑛𝐹 + 1, while, if 𝑛𝐹 = 0, the passage of level occurs

only if

∑𝐾
𝑖=1

𝑛𝑖 = 𝑁 , otherwise it causes an increment in the first

component of the PS queue, 𝑛1.

The service at stage 𝑖 in state (𝑛𝐹 , 𝑛1, . . . , 𝑛𝐾 ) is given at rate

𝜇𝑖𝑠 (𝑛)𝑛𝑖/𝑛, where 𝑛 =
∑𝐾
𝑗=1

𝑛 𝑗 .

When there is at least on job in the FCFS queue, the state of the

PS part is a vector with 𝐾 components that sum to 𝑁 . Thus, the

number of possible states in the PS part when there is at least one

job in the FCFS queue is:

𝐷 =

(
𝑁 + 𝐾 − 1

𝑁

)
.

The infinitesimal generator has the following block-structure:

Q =

©­­­­«
B00 B01 0 0 0 0 · · ·
B10 A1 A2 0 0 0 · · ·
0 A0 A1 A2 0 0 · · ·

. . .
. . .

. . .

ª®®®®¬
. (24)

Blocks A0, A1, A2 have size 𝐷 × 𝐷 and states inside are disposed

in lexicographic order. Block B00 describes level 0 of the QBD, i.e.,

when there is not any job in the FCFS part. The number of PS jobs

present ranges from 0 (the empty queue) to 𝑁 . Taking into account

the possible stage of service of each job, we have that the size of

square matrix B00 is:

𝐷0 =

𝑁∑
𝑗=0

(
𝑗 + 𝐾 − 1

𝑗

)
=
𝑛 + 1

𝑘

(
𝑘 + 𝑛
𝑛 + 1

)
.

The sizes of B01 and B10 are 𝐷 × 𝐷0 and 𝐷0 × 𝐷 , respectively.
Let the rate matrix R be the solution of the equation:

A1 + RA1 + R2A0A−1

1
= 0 ,

that can be numerically derived thanks to the logarithmic reduction

algorithm [13].

Under stability conditions, the spectral radius of R is strictly

lower than 1 and the following relation holds:

𝝅𝑖 = 𝝅𝑖−1R ,

where 𝝅𝑖 denotes the stationary probabilities of the states in level

𝑖 > 1. The solution for levels 0 and 1 are found by solving the

following linear system:

(𝝅0, 𝝅1)
(
B00 B01

B10 A1 + RA0

)
= (0, 0) .

Since this system is homogeneous, it has to be normalised to ensure

that the probabilities sum to 1, and the normalising constant is

given by:

𝛼 = |𝝅0 | + |𝝅1 (I − R)−1 | ,
where I is the identity matrix and | · | is the L1 norm operator.

Once we can compute the stationary distribution of the queue,

we can obtain the expected number of jobs in the system in closed

form. Let 𝜙 (𝝅0) be the expected number of jobs in the systems

when the FCFS part is empty, then:

𝐿 = 𝜙 (𝝅0) + (1 − |𝝅0 |)𝑁 + 𝝅1 (I − R)−2 . (25)

The derivation of Equation (25) follows the standard methods of

matrix geometric analyses.

Remark 1 (Comparison of the solution methods). The gener-
ating function solution, when applicable, is exact and efficient. In the
case of a 2-phase Coxian distribution, it requires the determination of
𝑁 − 1 roots in the interval (0,1) of a polynomial of degree 2𝑁 + 1, and
then a solution of a set of (𝑁 + 1) (𝑁 + 2)/2 linear equations. That
solution could be generalized to more than 2 phases, but the increase
in complexity, due to both higher polynomial degree and larger set of
equations, would be considerable. Moreover, when 𝑁 is large, some of
the roots tend to bunch together, which causes the resulting matrix to
become ill-conditioned. We have observed that, for the 2-phase Coxian,
this happens when 𝑁 is larger than about 20.

The matrix-geometric solution is also, in principle, exact. It requires
the determination of a𝐷×𝐷 matrix 𝑅, and a solution of𝐷0+𝐷 linear
equations. In practice, the computation of 𝑅 is approximate, since
it involves an iterative algorithm. The numerical complexity of that
computation increases quite steeply, not only with𝐷 , but also with the
offered load. On the other hand, the matrix-geometric solution is easier
to generalize to more than two phases. That is why we have adopted
it for the evaluation of systems with 3-phase Coxian distribution.
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Figure 4: pdfs of COX2 and COX3

5.2 Sensitivity to the moments higher than the
second of the job length distribution

In order to show that the PS-FCFS discipline is sensitive to moments

higher than the second (in contrast with PS and FCFS) we consider

two Coxian distributions and no state dependent service rate, i.e.,

𝑠 (𝑛) = 1 for all 𝑛 > 0.

The first, identified by COX2, consists of two phases and we

have 𝑞1 = 0.2 and 𝜈1 = 2, 𝜈2 = 0.3. The second, identified by

COX3, consists of three phases with 𝑞1 = 8.97159 · 10
−3
, 𝑞2 =

3.6498 · 10
−2

and 𝜈1 = 0.873685, 𝜈2 = 56.656, 𝜈3 = 0.0149258. The

probability density functions (pdfs) are plotted in Figure 4. The

first and seconds moments of COX2 and COX3 are the same, i.e.,

𝐸 [𝐶𝑂𝑋2] = 𝐸 [𝐶𝑂𝑋3] = 1.16667 and 𝐸 [𝐶𝑂𝑋2
2] = 𝐸 [𝐶𝑂𝑋3

2] =

5.6111. However, the other moments are, in general, different, e.g.,

𝐸 [𝐶𝑂𝑋2
3] = 52.8611 and 𝐸 [𝐶𝑂𝑋3

3] = 610.272, 𝐸 [𝐶𝑂𝑋2
4] =

698.315 and 𝐸 [𝐶𝑂𝑋3
4] = 161, 179.

Figure 5 shows the slowdown of the PS-FCFS discipline with

respect to the simple PS. Since the coefficient of variation of the job

size is larger than 1 and the PS is assumed not to give any speed

penalty, obviously a higher parallelism brings benefits to the ex-

pected response time and PS-FCFS cannot have better performance

than the simple PS.

Moreover, we observe that for 𝑁 = 1 (purely FCFS system) and

𝑁 → ∞, COX2 and COX3 have the same slowdown with respect to

PS since their first two moments are the same. The interesting part

is that, when the two disciplines are mixed, they behave differently

with COX3 enjoying slightly quicker that benefits of the combined

discipline.

In moderate and heavy load conditions, the difference in the

slowdown is below 10%.

6 CASE STUDIES
In this section, we propose three case studies. The first one aims

at illustrating how the model can be used to estimate the optimal

multiprogramming level when the penalty of context switches

depends on the number of parallel processes.

The second and the third case studies use data retrieved from the

literature to show two applications of the models. In the case study

of Section 6.2, we assume a system scheduler in which the time

slice is reduced proportionally to the number of ready processes.

This is done to allow interactive processes to be more reactive with

respect to the condition of a fixed time slice.

In the case study of Section 6.3, weworkwith a RR scheduler with

fixed time-slice. With respect to the previous case, the slowdown

due to the the context switches is the same for two or more ready

processes.

6.1 Model driven optimisation of PS-FCFS
The first example is introduced to describe how the queueing model

presented in Section 3 can be used to determine the optimal level

of multiprogramming of the system when the time slice lenght is

inversily proportional to the number of ready concurrent processes.

Recall that, the combined PS-FCFS policy is worth using only

when the coefficient of variation of the job lengths is greater than 1.

Otherwise, a straightforward FCFS policy, i.e. setting the threshold

𝑁 = 1, is best. The question that arises in this connection is “for

a given offered load and (high) cefficient of variation, how should

one set the threshold 𝑁 ?”

To illustrate the optimisation procedure, we chose first an exam-

ple of a 2-phase Coxian distribution where the average job length,

1/𝜈1 +𝑞/𝜈2, is 1. This involves no loss of generality. In this case, we

set 𝜈1 = 2, 𝜈2 = 0.4 and 𝑞 = 0.2. That is, phase 1 accounts for half

of the average job length; phase 2 is 5 times longer but is present

in only a fifth of the jobs. The second moment of the distribution,

and hence the coefficient of variation, is𝑀2 = 3.5.

Suppose, to start with, that the useful service capacity does not

depend on the number of jobs sharing the processor: 𝑠 (𝑛) = 1 for all

𝑛. In Figure 6a, the average number of jobs in the system is plotted

against the threshold 𝑁 , for two different arrival rates, 𝜆 = 0.6 and

𝜆 = 0.8. The results are obtained by applying the exact solution

using the generating functions method.

It is to be expected that each plot should approach a horizontal

asymptote corresponding to the performance of the pure PS policy.

When the offered load is 0.6, that value is 𝐿 = 1.5, while for the 0.8

load it is𝐿 = 4.What is less obvious is how quickly those asymptotes

are approached. Under the moderate load, there is practically no

difference in performance between 𝑁 = 8 and 𝑁 = ∞; even under

the heavier load, it is enough to set 𝑁 = 15 in order to get almost

the full benefit of the PS policy.

Now, consider the effect of speed penalties imposed by context

switching. For the sake of this exposition, we shall assume that the

useful service capacity decreases with the number of jobs sharing

the processor according to function 𝑠 (𝑛) = 30/(29 +𝑛) (similarly to

what is proposed in [10]). In other words, the speed is 1 for 𝑛 = 1,

and it drops by about 25% when 𝑛 = 10.

We can expect a trade-off between the benefits of the PS policy

and the loss of service capacity due to context switching. In general,

there should be an optimal value of 𝑁 . That trade-off is illustrated

in Figure 6b, where 𝐿 is plotted against 𝑁 for an offered load of

0.6, and two different coefficients of variation. One as in the first

example, and one where the second phase is 2 times larger and its

frequency is 2 times smaller: 𝜈2 = 0.2, 𝑞 = 0.1. That increases the

second moment to𝑀2 = 6.

The optimal PS threshold is 𝑁 = 3 when 𝑀2 = 3.5, and 𝑁 = 6

when 𝑀2 = 6. Indeed, the larger the coefficient of variation, the
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Figure 5: Slowdown of COX2 and COX3 with respect to PS as function of the number of parallel servers
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Figure 6: Behaviour of PS-FCFS with and without speed penalty
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bigger the incentive to use the PS policy. However, there always

comes a point when the decrease in service capacity outweighs the

benefits of PS. Moreover, the heavier the load, the sooner that point

is reached.

6.2 Very heavily-tailed job sizes with scheduler
with dynamic time-slice

In this case study, we use themeasurements taken in [14]. According

to the application type, the indirect costs of the context switches

are evaluated from 2𝜇𝑠 to one millisecond, according to the use of

the cache. We adopt the results obtained from the linear scan of

vectors which is a popular operation performed in many real world

applications, i.e., we fix a context switch (indirect) cost of 500𝜇𝑠 .

More generally, we can give an explicit form of 𝑠 (𝑛) as follows.
To simplify the reasoning, we assume a cache system with only one

level (e.g., consider only L3 cache). We call 𝑛0 is the largest number

of processes that can use the cache without serious trashing effects,

and 𝑛1 the largest number of jobs that fits in the main memory.

Given a fixed time-slice 𝑆 , we have:

𝑠 (𝑛) =


1 if 𝑛 ≤ 𝑛0

𝑆
𝑆+𝑇0

if 𝑛0 < 𝑛 ≤ 𝑛1

𝑆
𝑆+𝑇1

if 𝑛 > 𝑛1

,

where 𝑇0 and 𝑇1 are the costs of restoring one process’ cache or

memory space from the disk, respectively. If 𝑆 = 𝑎/𝑛, then we have:

𝑠 (𝑛) =


1 if 𝑛 ≤ 𝑛0

𝑎
𝑎+𝑛𝑇0

if 𝑛0 < 𝑛 ≤ 𝑛1

𝑎
𝑎+𝑛𝑇1

if 𝑛 > 𝑛1

, (26)

The reasoning can be extended to account for more levels of cache.

Notice that many scheduler implementations have a minimum time-

slice to avoid extremely frequent context switches. However, since

we will see that the optimum number of concurrent processes is

quite small, we can abstract out these details.

Now, assume that 𝑎 = 50𝑚𝑠 , and that we want to avoid swapping

of the main memory by design, (i.e., the level of multiprogramming

will be kept small enough to accommodate all the processes in the

main memory), then we have:

𝑠 (𝑛) = 50000

49500 + 500𝑛
= 1/(0.99 + 0.01𝑛) .

For example, with 10 jobs in the system the speed of service is

approximately 92% of that measured for a single thread.

The job service demand is assumed to follow a bounded Pareto

distribution as widely studied in the literature (see, e.g, [6, 20] and

the references therein) for the jobs processes in Unix workstations.

Coherently with these measurements, we assume 𝛼 = 1.2 and jobs

range from a service demand of 1𝑠 to 10
6
s. Thus, the cdf of service

demand is given by:

𝐹 (𝑥) = 1 − (𝑥𝑚/𝑥)𝛼
1 − (𝑥𝑚/𝑥𝑀 )𝛼 , 𝑥𝑚 ≤ 𝑥 ≤ 𝑥𝑀 ,

where 𝑥𝑚 = 1𝑠 , 𝑥𝑀 = 10
6𝑠 and 𝛼 = 1.2. The mean of this distribu-

tion is 𝜇−1 = 5.62s and the coefficient of variation is 54.7263. The

coefficient of variation is much larger than that of the exponential

distribution, so the PS-FCFS discipline is worth of investigation.
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Figure 7: Expected number of jobs in the queue with PS-
FCFS policy. The offered load 𝜌 is computed with respect to
the maximum speed of the server, i.e., as if the policy were
FCFS, or 𝑁 = 1. Y-axis is in logarithmic scale

A simple fitting procedure gives the following values for the

COX2 random variable:

𝑞 = 10
−6 , 𝜇1 = 0.185𝑠−1 , 𝜇2 = 4.60 · 10

−6𝑠−1 .

The very heavy tail of the distribution is evident from the low

probability of accessing to the second phase of the Coxian random

variable, and the very slow speed of this phase.

It is worth of notice that simulations of these types of distribu-

tions can be very time consuming since the effect of jobs accessing

the second phase is very important in determining the mean per-

formance indices but, on the other hands, these appear rarely in

the arrival stream. As a consequence, very long simulations may

be required to reach an accurate estimation of the stationary per-

formance indices.

Figure 7 shows the expected number of jobs in the system as

function of the maximum multiprogramming level, 𝑁 for several

load factors. The load factor is computed as:

𝜌 =
𝜆

𝜇 · 𝑠 (1) ,

i.e., 𝜌 is the load factor of the FCFS policy, without considering the

speed penalty.

The plot of Figure 7 shows several important properties of the

PS-FCFS discipline. The first thing that we notice is that for low

intensity workloads (𝜌 = 0.2, 0.3), a low level of multiprogramming,

i.e., 𝑁 ≃ 5, is sufficient to drastically reduce the expected response

time (notice that the y-axis is in logarithmic scale). However, in

these conditions, one may increase the level of multiprogramming

without worrying too much about incurring the penalties of the

context switches and making the PS discipline less efficient.

This is due to the fact that, even for large 𝑁 , the low intensity

workload makes the probability of observing many jobs in the sys-

tem (and hence a strong reduction in the service speed) negligible.

With 𝜌 = 0.7, the model shows that values of 𝑁 between 15 and

25 can be considered practically optimal for the minimization the
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expected response time, as it becomes evident from the plateau of

the curve.

The benefits for higher load factors, 𝜌 = 0.75 and 0.8, are lower

than in the previous cases, but still important. The plateau with the

optimal values of 𝑁 becomes much narrower and high values of 𝑁

may bring the queue to instability.

These observations indicate that, in all cases, a relatively small

value of 𝑁 would exploit the advantages of the PS policy. Moreover,

the higher the load, the more important it is not to overestimate

the threshold 𝑁 .

In conclusion, this case study reveals an important insight of

PS-FCFS policy: in practice, the maximum level of multiprogramming
should be low.

Although, theoretically, the optimal value of 𝑁 decreases with

growth of the offered load, in practice in low-load conditions, small

values of 𝑁 are sufficient to enjoy most of the benefits of PS. This

is because, even if we choose larger values for 𝑁 , the small load

factor makes very unlikely the event of observing many parallel

jobs.

Optimal 𝑁 tends to be small even in heavy load. This is due to

the fact that the slowdown due to the context switches becomes

more important on heavy load as a consequence of the non-linearity

of the variation of the expected response time with respect to the

system load factor.

6.3 Fixed time-slice round-robin with memory
limitation

Fixed time-slice RR is still available in Linux and Unix systems once

the scheduling discipline for the process is set to SCHED_RR. This
setting overrides the default policy and in general required admin-

istrator privileges to be set. The time-slice duration for SCHED_RR
processes can be controlled by means of system setting.

In this case study, we assume a fixed time-slice RR and consider

a job size distribution with lower variance than the previous, i.e.:

𝑞 = 10
−4, 𝜇1 = 0.185𝑠−1 , 𝜇2 = 4.651 · 10

−4 .

In this case, we still have 𝜇−1 = 5.62s and the coefficient of variation

is approximately 5.49 > 1. As in the previous case, the context

switch cost is set to 500𝜇𝑠 while the fixed context switch time-slice

is 5𝑚𝑠 . We can derive 𝑠 (𝑛) easily:

𝑠 (𝑛) =
{

1 if 𝑛 = 1

5000/(5000 + 500) = 0.91 if 𝑛 > 1

.

The experiments with different offered load are shown in Figure 8.

Both the plots show the penalty for 𝑁 = 2 that is due to the cache

trashing effect introduced by the RR. Since the context switch cost

does not become more severe as the number of parallel processes

grows, the curves asymptotically tend to the expected occupancy

of a PS queue whose service rate is 91% of the nominal one.

Figure 8a shows that formoderate/highworkloads (up to 𝜌 = 0.7),

a maximum multiprogramming level of 𝑁 = 10 is sufficient to

obtain the benefits of the PS discipline to reduce the expected

response time. Compared to a pure PS policy, PS-FCFS ensures that

the number of concurrent running processes is lower or equal to

𝑁 . For example, if we assume 𝜌 = 0.7, we see in Figure 8a that

𝑁 = 10 is sufficient to drastically improve the expected response

time. Thus, the main memory of the system should be sufficiently

large to accommodate 10 processes. In contrast, if we use a pure

PS scheduling, the probability of having more than 10 processes

is (0.7/0.91)11 ≃ 5.6%
2
. In other words, with the same amount of

memory, we would have a non-negligible probability of observing

page swapping that would drastically reduce the performance of

the computation.

Very high workloads require higher levels of multiprogramming

because the curve approaches the asymptotic line more slowly. This

is depicted in Figure 8b. However, we should consider that a offered

load of 𝜌 = 0.88 implies a load factor perceived by the processor

sharing of 0.88/0.91 ≃ 97%, i.e., we are handling an extreme case.

A final interesting observation regards the non-monotonicity

of expected response time with respect to the maximum multipro-

gramming level 𝑁 . Especially in heavy load, for small value of 𝑁 ,

it may happen that the benefits of PS among the 𝑁 jobs are not suf-

ficient to compensate the penalty of the speed reduction due to the

indirect costs of the context switch. For example, for 𝜌 = 0.88, even

setting 𝑁 = 40 is not sufficient to have a lower expected response

time than the simple FCFS.

7 RELATEDWORK
The cost of the context switch has drawn the attention of many

researchers. From the application perspective, several authors have

investigated the direct and indirect costs of this operation in various

architectures and with various applications (see, e.g., [4, 14, 15])

following the approach described in the seminal work by Ouster-

hout [19].

Modern hardware architecture and the adoption of lightweighted

threads make the direct costs of context switches very small [18].

However, their indirect costs are significant especially for certain

workload types [1, 9].

In the literature, the low-level optimisation procedures that have

been proposed to balance the advantages of the RR policy with

its costs mainly focus on the definition of the appropriate time-

slice (see e.g., [9, 21]). Long time-slices reduce the number of context

switches but, on the other hand, they penalise interactive processes

that may have to wait for the entire line of ready processes.

As a result of these and similar investigations, Linux CFS ap-

plies a combination of dynamic time-slice computation and priority

assignment to handle the context switches.

From a higher level perspective, compilers are being designed to

efficiently handle lightweight context switching in order to reduce

the costs of parallel programming [5].

However, in our work, we study the problem at an even higher

level. In fact, we do not aim to modify the compilers or the oper-

ating system configuration, but to provide a model to support the

software developers in the decision of what is the optimal number

of processes/threads that have to be launched in parallel in the

system in order to minimise the response time or the hardware

costs.

To the best of our knowledge, this is the first work that applies

queueing theory to the problem of optimising the context switches,

and the model that we propose is novel.

2
This can be easily obtained, thanks to the insensitivity property, as the probability

that a M/M/1 has more than 10 jobs in steady-state.
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Figure 8: Behaviour of PS-FCFS with fixed time-slice RR

Mixing of queueing disciplines has been previously studied in the

context of age-based queueing policies (see., e.g., [2, 7, 16] and the

references therein), but, in this work, we do not require to measure

the age of the jobs.

8 CONCLUSION
The trade off between the benefits of the pseudo-parallel execution

of threads and the costs of the context switches that they require

has been known for a long time [19].

In this work, to the best of our knowledge, we provide the first

quantitative model that studies the trade off between the expected

response time reduction given by the PS policy with respect to

FCFS in heavily tailed job sizes, and the slowdown caused by direct

and indirect costs of context switches.

The scheduling discipline that we adopt and study consists in

allowing a maximum multiprogramming level 𝑁 in a RR scheduler

and store the remaining jobs in a FCFS queue.

The model allows the programmer to determine the optimal

value of 𝑁 considering the expected response time and possibly

the costs for the system set up.

Our investigation reveals that in most practical cases, a low

value of 𝑁 (lower than 20) is sufficient to obtain the benefits of the

PS discipline without wasting too much time in context switches

or without requiring huge memory space to accommodate many

parallel processes while avoiding memory swaps.

From the theoretical point of view, it is interesting to note that,

while the M/G/1 and M/G/1/PS queues are sensitive to the first two

and only first moments of the job size distribution, respectively, the

performance of the M/G/1/PS-FCFS queue depends also on further

moments.

However, for practical scenarios, the solution considering only

the first two moments is an excellent approximation of the exact

one, and allows the modeller to obtain an accurate estimation of

the optimal value of 𝑁 in a computationally efficient way.
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APPENDIX
Proof of Lemma.

Consider the sequence of 𝑁 + 1 polynomials formed by the

principal diagonal minors of the determinant 𝐷 (𝑧). That is, define
𝑄0 (𝑧) = 𝑎0 (𝑧) (27)

𝑄1 (𝑧) = 𝑎1 (𝑧)𝑎0 (𝑧) − 𝜇1𝑞𝑁 𝜇2 (28)

𝑄𝑖 (𝑧) = 𝑎𝑖 (𝑧)𝑄𝑖−1 (𝑧) − 𝑖𝜇1𝑞𝑧 (𝑁 − 𝑖 + 1)𝜇2𝑄𝑖−2 (𝑧) (29)

; 𝑖 = 2, 3, . . . , 𝑁 .

The last polynomial in the sequence,𝑄𝑁 (𝑧), is 𝐷 (𝑧). The following
properties hold.

(1) 𝑄0 (𝑧) > 0 in the interval (0,1).

(2) The degree of 𝑄𝑖 (𝑧) is 2𝑖 + 1, 𝑖 = 0, 1, . . . , 𝑁 .

(3) If 𝑄𝑖−1 (𝑧) = 0 for some 𝑧, then 𝑄𝑖−2 (𝑧) and 𝑄𝑖 (𝑧) have
opposite signs at that point, 𝑖 = 2, 3, . . . , 𝑁 . This follows

from (29).

These properties imply that 𝑄0 (𝑧), 𝑄1 (𝑧), . . ., 𝑄𝑁 (𝑧) is a gen-
eralised Sturm sequence for the polynomial 𝐷 (𝑧). However, we
cannot apply Sturm’s theorem directly, because (a) 𝑄𝑁 (1) = 0, and

(b)𝑄𝑁−1 (𝑧) is not the derivative of𝑄𝑁 (𝑧). Instead, we shall exploit
the properties of the sequence.

Setting 𝑧 = 0 in𝑄𝑖 (𝑧) and using the definitions of 𝑎𝑖 (𝑧) together
with the recurrences (27), (28), (29), shows that 𝑄0 (0) = 𝜆 + 𝑁𝜇2;

𝑄1 (0) = −𝜇1 [𝜆(1 − 𝑞) + 𝑁𝜇2]; 𝑄𝑖 (0) = −𝑖𝜇1 (1 − 𝑞)𝑄𝑖−1 (0), 𝑖 =
2, 3, . . . , 𝑁 . That is, 𝑠𝑖𝑔𝑛[𝑄𝑖 (0)] = (−1)𝑖 , 𝑖 = 0, 1, . . . , 𝑁 .

Similarly, setting 𝑧 = 1 in𝑄𝑖 (𝑧) yields𝑄𝑖 (1) = 𝑁 (𝑁 −1) · · · (𝑁 −
𝑖)𝜇𝑖

2
, for 𝑖 = 0, 1, . . . , 𝑁 . Consequently, 𝑠𝑖𝑔𝑛[𝑄𝑖 (1)] = 1 for 𝑖 =

0, 1, . . . , 𝑁 − 1.

Starting with 𝑄0 (𝑧), which is linear, we note that it is positive

at 𝑧 = 1 and negative at 𝑧 = ∞. Hence, its single root, 𝑧0,1, is

greater than 1. Next, 𝑄1 (𝑧), which is of degree 3, is negative at

𝑧 = 0, positive at 𝑧 = 1, negative at 𝑧 = 𝑧0,1 (according to (28)),

and positive at 𝑧 = ∞. Hence, it has three distinct real roots, 𝑧1,1,

𝑧1,2 and 𝑧1,3, of which the first is between 0 and 1, the second is

between 1 and 𝑧0,1 and the third is between 𝑧0,1 and ∞.

At those three points, the sign of 𝑄2 (𝑧) is (-,-,+), respectively,
according to (29). Hence, the degree 5 polynomial 𝑄2 (𝑧) has a real
root in each of the intervals (0, 𝑧1,1), (𝑧1,1, 1), (1, 𝑧1,2), (𝑧1,2, 𝑧1,3),
(𝑧1,3,∞).

Continuing in this manner, we find that for 𝑖 = 3, 4, . . . , 𝑁 − 1,

the 2𝑖 + 1 zeros of 𝑄𝑖 (𝑧), 𝑧𝑖,1, 𝑧𝑖,2, . . ., 𝑧𝑖,2𝑖+1, are real and distinct;

the first 𝑖 of them lie in the consecutive intervals between points

0, 𝑧𝑖−1,1, 𝑧𝑖−1,2, . . ., 𝑧𝑖−1,𝑖−1, 1; the other 𝑖 + 1 are in the intervals

between points 1, 𝑧𝑖−1,𝑖 , 𝑧𝑖−1,𝑖+1, . . ., 𝑧𝑖−1,2𝑖−1) , ∞. Moreover, the

sign of 𝑄𝑖+1 (𝑧) at point 𝑧𝑖,𝑠 is (−1)𝑖+𝑠+1
for 𝑠 = 1, 2, . . . , 𝑖 , and

(−1)𝑠−𝑖 for 𝑠 = 𝑖 + 1, 𝑖 + 2, . . . , 2𝑖 + 1.

The final polynomial, 𝑄𝑁 (𝑧) = 𝐷 (𝑧), of degree 2𝑁 + 1, has a

root in each of the consecutive intervals between points 0, 𝑧𝑁−1,1,

𝑧𝑁−1,2, . . ., 𝑧𝑁−1,𝑁−1; it is negative at 𝑧𝑁−1,𝑁−1 and is 0 at 𝑧 = 1.

The positions of the other 𝑁 + 1 roots depend on the value of the

derivative 𝐷 ′(1). If it is positive, then for some sufficiently small

𝜀, 𝐷 (1 − 𝜀) < 0 and 𝐷 (1 + 𝜀) > 0; in that case, the other 𝑁 + 1

roots are in the consecutive intervals between points 1 + 𝜀, 𝑧𝑁−1,𝑁 ,

𝑧𝑁−1,𝑁+1, . . ., 𝑧𝑁−1,2𝑁−1,∞. If, on the other hand, 𝐷 ′(1) < 0, then

for some sufficiently small 𝜀, 𝐷 (1 − 𝜀) > 0 and 𝐷 (1 + 𝜀) < 0; that

would mean that there is an extra, 𝑁 ’th root in the interval (0,1)

and only 𝑁 roots greater than 1.

According to (15), we have 𝐷 ′(1) = �̄� (1). That quantity can be

obtained in closed form by performing he following steps: add the

first row of �̄� (1) to the second, the resulting second row to the

third, . . ., the 𝑁 − 1st to the 𝑁 th; add rows 2, 3, . . . , 𝑁 and subtract

them from row 𝑁 + 1. This leads to the expression

�̄� (1) =

�������������

𝑁𝜇2 −𝜇1𝑞

0 (𝑁 − 1)𝜇2 −2𝜇1𝑞

0 (𝑁 − 2)𝜇2 −3𝜇1𝑞

. . .
. . .

𝜇2 −𝑁𝜇1𝑞

−𝜆 𝜇1 − 𝜆 2𝜇1 − 𝜆 𝑁 𝜇1 − 𝜆

�������������
.

(30)

Expanding this determinant along the elements of the last row

yields, with a little manipulation,

�̄� (1) = 𝐷 ′(1) = 𝑁 !(𝜇1𝑞 + 𝜇2)𝑁−1 [𝑁𝜇1𝜇2 − 𝜆(𝜇1𝑞 + 𝜇2)] . (31)

The term in square brackets in the right-side of (31) is positive

exactly when the stability condition (1) is satisfied. Therefore, under

that condition,𝐷 (𝑧) has𝑁 −1 distinct real roots in the open interval

(0,1), and no other roots in the interior of he unit disc. The Lemma

is established and a normalizeable solution to the balance equations

exists.
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