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ABSTRACT
Transactions are a simple, yet powerful, abstraction that aims at
masking programmers from the complexity of having to ensure
correct and efficient synchronization of concurrent code.

Originally introduced in the domain of database systems, trans-
actions have recently garnered significant interest in the broader
domain of concurrent programming, via the Transactional Memory
(TM) paradigm [6, 7, 9]. Nowadays, hardware supports for TM are
provided in commodity CPUs (e.g., by Intel and IBM) and, at the
software level, TM has been integrated inmainstream programming
languages, such as C/C++ and Java.

In this talk I will present the novel challenges and research
opportunities that arise in the area of TM due to the emergence of
two recent hardware trends, namely Non-Volatile Memory (NVM)
and heterogeneous computing architectures.

On the front of NVM, I will focus on the problem of how to
allow the execution of transactions over NVM using unmodified
commodity hardware TM (HTM) implementations. However, the
reliance of commodity HTM implementations on CPU caches raises
a crucial problem when applications access data stored in NVM
from within a HTM transaction. Since CPU caches are volatile
in today’s systems, HTM implementations do not guarantee that
the effects of a hardware transaction are atomically transposed
to PM when the transaction commits — although such effects are
immediately visible to subsequent transactions.

In this talk, I will overview somoe recent approaches to tackle this
problem [2, 4, 5, 8] and present experimental results highlighting
the existence of several bottlenecks that hinder the scalability of
existing solutions. Next, I will show how these limitations can
be addressed by presenting SPHT [1]. SPHT introduces a novel
commit logic that considerably mitigates the scalability bottlenecks
of previous alternatives, providing up to 2.6×/2.2× speedups at
64 threads in, resp., STAMP/TPC-C. Moreover, SPHT introduces
a novel approach to log replay that employs cross-transaction log
linking and a NUMA-aware parallel background replayer. In large
persistent heaps, the proposed approach achieves gains of 2.8×.

On the front of heterogeneous computing, I will present the
abstraction of Heterogeneous Transactional Memory (HeTM) [3].
HeTM provides programmers with the illusion of a single memory
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region, shared among the CPUs and the (discrete) GPU(s) of a
heterogeneous system, with support for atomic transactions.

Besides introducing the abstract semantics and programming
model of HeTM, I will present the design and evaluation of a con-
crete implementation of the proposed abstraction, which we named
Speculative HeTM (SHeTM). SHeTM makes use of a novel design
that leverages speculative techniques that aim at hiding the large
communication latency between CPUs and discrete GPUs and at
minimizing inter-device synchronization overhead.
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