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ABSTRACT

Cloud computing plays an essential role in our society nowadays.
Many important services are highly dependant on the stable per-
formance of the cloud. However, as prior work has shown, clouds
exhibit large degrees of performance variability. Next to the sto-
chastic variation induced by noisy neighbors, an important facet
of cloud performance variability is given by changepoints—the in-
stances where the non-stationary performance metrics exhibit per-
sisting changes, which often last until subsequent changepoints
occur. Such undesirable artifacts of the unstable application perfor-
mance lead to problems with application performance evaluation
and prediction efforts. Thus, characterization and understanding of
performance changepoints become important elements of studying
application performance in the cloud. In this paper, we showcase
and tune two different changepoint detection methods, as well
as demonstrate how the timing of the changepoints they identify
can be predicted. We present a gradient-boosting-based prediction
method, show that it can achieve good prediction accuracy, and
give advice to practitioners on how to use our results.
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1 INTRODUCTION

Cloud computing powers many important application domains,
ranging from business, government, to science. The stable per-
formance of the cloud servers is essential to providing good user
experience [4, 16] for applications in these domains. Nonetheless,
the performance of cloud computing infrastructure fluctuates even
when the same code runs on the same hardware at different points in
time. This phenomenon is known as performance variability [2, 25]
of clouds. Even though cloud variation might be seemingly small,
application performance suffers significantly [6, 18, 25], with com-
plex implications in performance evaluation, predictability, as well
*Alexandru Uta holds concurrent appointments at Leiden University and as an Amazon

Visiting Academic. This paper describes work performed at Leiden University and is
not associated with Amazon.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

ICPE 21 Companion, April 19-23, 2021, Virtual Event, France

© 2021 Association for Computing Machinery.

ACM ISBN 978-1-4503-8331-8/21/04...$15.00
https://doi.org/10.1145/3447545.3451182

35

Robert Ricci Alexandru Uta*
University of Utah Leiden University &
ricci@cs.utah.edu Amazon

a.uta@liacs. leidenuniv.nl

as operation of time-sensitive applications. In the current work, we
investigate whether certain artifacts of performance variability can
be predicted.

Previous work identified multiple classes of performance vari-
ability: (1) stochastic variability from noisy neighbors [16, 25]; (2)
poor interaction with cloud provider policies [25]; (3) cloud perfor-
mance changepoints [6]. In the context of the latter, performance
distributions do not remain stationary but rather show frequent
changes, sources of which are difficult to identify in many cases.
These performance distributions “shift” when changepoints occur.
Using changepoint detection [6, 12, 14, 15, 22, 23] methods, one can
identify when such changes occur. Understanding of performance
changepoints might be necessary in the work of cloud practitioners
and operators [6]. Performance metrics can be affected by hardware
aging, firmware and software updates, security patchesl, and even
changes in physical environments [9]. Some of these changes are
planned, while many are not.

A changepoint refers to a moment in time when statistical proper-
ties before and after it differ considerably [6, 12]. Changepoints can
have an impact on the user experience [12]. For instance, in clouds,
changepoints in time series data with system metrics, potentially
caused by hardware issues, can have an impact on the availability
and performance of a service. Duplyakin et al. [6] describe change-
point characteristics and detect changepoints in the performance
of CloudLab [5], a large-scale testbed for cloud computing.

Different changepoint detection methods use different analysis
techniques, from Bayesian to time series analysis techniques [7,
12, 14, 15, 22]. In this paper, we consider two efficient and recently
developed methods—robseg [7] and breakout detection [12]—yet the
prediction methodology we describe and evaluate is applicable to
other methods.

The possibility to predict performance changepoints in advance
enables proactive measures in the management of resource provi-
sioning, which can help stabilize key performance metrics. From the
user perspective, changepoint prediction can enable more informed
experiment planning, contributing to repeatable and reproducible
experimental evaluations. In this paper, we describe our analysis
of three gradient boosting prediction methods and discuss their
trade-offs.

This paper describes how we run two changepoint detection
methods on the dataset with 6.9M datapoints performance mea-
surements collected on the CloudLab testbed [6]. For robseg, we
tune its single and intuitive hyperparameter in the analysis process,
but for breakout detection, which has four hyperparameters, we put
effort into tuning it to best match the robseg’s results and show the
agreement between the two methods.

In this paper, we make the following contributions:

!https://databricks.com/blog/2018/01/13/meltdown-and- spectre-performance-
impact-on-big-data-workloads-in-the-cloud.html
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(1) We give a refresher on gradient boosting and changepoint de-
tection (Section 2).

(2) We tune breakout detection to achieve comparable results to
changepoint detection with robseg (Section 3).

(3) We present a method for predicting performance variability
given by changepoints. We use the gradient boosting model to
predict the time when a changepoint would occur. We show
that the selected methods perform well and our confidence level
in predicting changepoints is high. We make all developed code
artifacts publicly available? (Section 4).

2 BACKGROUND

In this section, we introduce the concepts needed to achieve efficient
prediction mechanisms for cloud systems performance change-
points.

Gradient boosting. Gradient boosting algorithms were devel-
oped by Friedman [8] in 1999. In machine learning, regression
and classification problems are solved using grading boosting—
techniques which build predictive models. Gradient boosting pro-
duces a strong prediction model by assembling weak prediction
models. Gradient descent methods are used in gradient boosting to
minimize the loss in the procedure of adding trees. In this paper,
we apply three popular gradient boosting frameworks, which are
XGBoost [3], LightGBM [13] and CatBoost [27]. XGBoost benefits
from parallelized tree boosting, which provides efficient implemen-
tation. LightGBM can produce more accurate results with lower
memory usage. CatBoost reduces time spent on parameter tuning
due to its great results with default parameter settings and allows
users to utilize non-numeric factors, which is important in some
prediction scenarios.

Changepoint Detection. The changepoint is the moment of
time when a given dataset is split in two subsets that exhibit dif-
ferent statistical properties. The method of finding changepoints is
called changepoint detection [23].

Fearnhead and Rigaill proposed in 2016 a changepoint detec-
tion technique that is robust to the existence of outliers[7]. This
technique replaces the Ly (square error) loss function with an alter-
native loss function in order to make it less sensitive to outliers. To
determine the changepoints and their locations, their implementa-
tion, robseg, focuses on the minimum penalized cost method. After
defining the loss function, robseg presents a dynamic programming
algorithm to minimize the cost efficiently. The algorithm, named
R-FPOP, is an extension of the pruned DP [20] and the FPOP [17]
algorithms.

Breakout detection is proposed by James et al. [12], as a statistical
technique for detecting breakouts in cloud data. In statistics, break-
outs refers to changepoints. A study on breakout detection does
not make explicit claims about robustness to outliers but describes
high efficacy of the method in practical scenarios. The method in-
volves the concept of E-Divisive with Medians (EDM) [24], which
is proposed as a novel statistical technique for automatic detec-
tion of changepoints. EDM is a non-parametric method that uses
E-statistics to detect the divergence. E-statistics relies on the es-
timates of energy distance between two given variables for mea-
suring the divergence in the means. Thus, the method determines

Zhttps://github.com/ZhaoNeil/cloud-performance-variability-prediction
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Table 1: Changepoints collected by robseg.

Parameter K CPU:CP# Mem:CP# Disk:CP#

0.3 49 492 42
0.4 147 925 76
0.5 193 1,113 108
0.6 235 1,263 134
0.7 283 1,406 160
0.8 325 1,529 191
0.9 363 1,630 215
1.0 410 1,784 245
Total 2,005 10,142 1,171

whether changepoints are statistically significant or not and returns
estimates of changepoint locations.

3 CHANGEPOINT COLLECTION

We use a 6.9M datapoints performance measurements dataset col-
lected on the CloudLab testbed by Duplyakin et al. [6]. They mea-
sure CPU performance of CloudLab hardware such as CPU, mem-
ory, disks, networks. To evaluate the memory performance, 1038
memory configuration measurements are collected. Similarly, 152
disk configurations in the performance measurements dataset are
included. There are eight test measurements per device: read and
write load, random and sequential tests, low and high ’iodepth’
settings [6].

robseg Method. An implementation of changepoint detection
which is implemented in the robseg R package [21] is used to col-
lect changepoint in the performance measurements dataset. This
implementation involves a threshold K, related to magnitudes of
potential changepoints and the ratio of the signal to its standard
deviation. Duplyakin et al. experiment with [0.3,1.0] range for K
values [6]. Finally, 13,318 changepoints are collected, consisting of
2,005 CPU changepoints, 10,142 memory changepoints, and 1,171
disk changepoints. The distribution of changepoints is depicted in
Table 1.

Breakout Detection Method. In this section, we discuss the
changepoint collection procedure with breakout detection method.
In breakout detection, there are several parameters related to our
experiment. Figure 1 is an example displaying the comparison be-
tween robseg Changepoint Detection and breakout detection. Fig-
ure 1 shows that these two methods can get similar changepoints.
The locations of changepoints found by two methods are approxi-
mate when the change is remarkable, which are represented by the
green vertical lines and blue vertical lines. But when the trend of
points is stable, it shows there is a noticeable difference between
the results of the two methods. Changepoints collected by breakout
detection are more fine-grained than changepoints collected by rob-
seg. We consider the following parameters to be tuned for breakout
detection 3:

e min_size is the minimum number of observations between change-
points.

e degree can take the values 0, 1 or 2, which represents the degree
of the penalization polynomial.

3https://github.com/indeedeng/anomaly- detection/blob/master/breakout.py
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Figure 1: The comparison between Changepoint Detection
and Breakout Detection on CPU Tests(x1170). Threshold
in Changepoint Detection is set to 2.5. Min_size in Break-
out Detection is set to 10, beta is set to 0.0001 and de-
gree is set to 1. Green line indicates the changepoints from
Changepoint Detection, while blue lines indicate change-
points from Breakout Detection.

Table 2: The distribution of changepoints collected by Break-
out Detection.

min_size CPU:CP# Mem:CP# Disk:CP#
10 3,433 9,870 2,496
13 2,557 7,145 1,710
16 1,746 5,477 1,349
19 1,386 4,210 1,122
22 1,141 3,225 964
25 956 2,938 860
Total 11,219 32,865 8,501

e beta is a a parameter used to further control the amount of
penalization, which is the default form of penalization.

e percent is a parameter used to further control the amount of
penalization, which represents the minimum percentage change
of the goodness-of-fit statistics to consider adding other change-
points.

We collect the changpoints using breakout detection. For robseg,
we tune its single and intuitive hyperparameter in the analysis pro-
cess, but for breakout detection, which has four hyperparameters,
we put effort into tuning it to best match the robseg’s results and
show the agreement between the two methods. Thus, we manu-
ally set beta to 0.008 and min_size from 10 to 25. In the end, we
collected 52,585 changepoints, consisting of 11,219 CPU change-
points, 32,865 memory changepoints, and 8,501 disk changepoints.
The distribution of changepoints is depicted in Table 2. Analyzing
these results, one can immediately conclude that breakout detection
results in much more fine-grained changepoints, which are likely
more difficult to predict.
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4 PERFORMANCE VARIABILITY
PREDICTION

In this section, we use gradient boosting methods to predict when
changepoints occur based on their systematic information. System-
atic information is a mixture of continuous and categorical features
as input variables, such as hardware type, number of threads used,
compiler version, etc. What we predict is the timestamp of a change-
point, a real number representing the UNIX epoch value of the time
the test occurred. We apply root mean square error (RMSE) in our
experiments as an estimator score method to qualify the quality of
predictions. Several sets of features are tried in this experiment in
order to get a minimum RMSE and figure out the feature impor-
tance of these datasets, namely, which feature is informative in the
process of prediction. Moreover, in order to attain a more accurate
prediction outcome, we involve a hyperparameter optimization
method, random search, in our experiment. To avoid overfitting,
we use 5-fold cross validation.

Method. We regard this prediction problem as a regression prob-
lem. Furthermore, this problem can be regarded as a regression tree
more specifically. In this paper, we use three kinds of gradient
boosting models, which are XGBoost, LightGBM, and CatBoost.
The main idea behind the gradient boosting method is to ensemble
weak learners as strong learners. Here, regression trees are used to
output real values. Trees are added subsequently and correct the
predictions in a greedy manner to minimize the loss function. In
this paper, we apply RMSE as our loss function. The time when
changepoints appear is what we aim to predict, which can be consid-
ered as a real number when it is in the form of a timestamp. Three
gradient boosting methods mentioned above are implemented on
the changepoint dataset collected before. This dataset contains the
main performance indicators for changepoints on CPU, memory,
and disk. We use the Scikit-learn [19] package in Python as our
experiment tool.

Training and Prediction. The dataset is divided into two parts:
the former for training and the latter for testing. We use Scikit-
learn [19] to split the dataset randomly. The ratio is set to 0.8,
which means 80% of the whole dataset is set as the training set and
20% of the whole dataset is set as the test set. The feature vector is
our training data and the corresponding timestamp is our target
values. We fit them into the model and get the model trained. When
we input a feature vector of a changepoint in the test set into the
trained model, a timestamp will be predicted, which is the predicted
time of when that changepoint could appear. It will be compared
with the true value of the timestamp.

Chosen Predictors and Initial Performance. We have exper-
imented with several features of the changepoints to understand
what variables influence the occurrence of a changepoint. Due to
space constraints, we only present our best-achieved results and the
prediction variables that produced them. Naturally, changepoints
for CPU and memory occur for different reasons than e.g., disk
changepoints. Our method reveals this information. Empirically,
we find evidence that changes in the kernel version give rise to
performance variability. Similar to the changes of the kernel ver-
sion, OS version changes give rise to performance changepoints
as well. We also find that predictors like hardware type and test
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Figure 2: The feature importance of CPU changepoints.
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Figure 3: The feature importance of memory changepoints.
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Figure 4: The feature importance of disk changepoints.

name, have a very low correlation to the occurrence time of per-
formance changepoints. By contrast, entries in kernel version, OS
version, and compiler version, etc. have a high correlation to the
time of changepoint appears. These features relate to the change-
point occurrence time very closely, they will have a significant
impact on changepoints instead of main performance indicators of
CPU, memory, and disk.

Feature importance represents a score to indicate how the in-
fluence of every feature when constructing the boosted decision
trees: the more a feature is used, the higher its relative importance.
This score is computed by the number of performance indicators
improved by each attribute split point and weighted by the number
of observations the node is responsible for [10].

Figure 2 shows the impact of the features we consider for the
prediction of changepoints on the CPU changepoint dataset. Fig-
ures 3 and 4 show the feature importance for the memory and
disk changepoints, respectively. Using as predictor features these
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Table 3: The performance of our prediction method for
changepoints CPU, memory, and disk performance.

RMSE (days) XgBoost LightGBM CatBoost
Memory 5.20 5.79 6.75
CPU 5.52 5.88 6.03
Disk 42.47 47.65 47.06

Table 4: The runtime of our prediction method for change-
points CPU, memory, and disk performance without ran-
dom search and cross validation.

Runtime (s) XgBoost LightGBM CatBoost

Memory 5.98 0.76 3.16
CPU 1.50 0.41 1.42
Disk 1.33 0.38 1.43

Table 5: The performance of our prediction method for
changepoints CPU, memory, and disk performance using a
5-fold cross validation strategy and random search.

RMSE (days) XgBoost LightGBM CatBoost
Memory 4.72 4.51 5.30
CPU 5.75 5.54 5.79
Disk 52.52 55.73 52.85

data, our prediction method gets remarkable results in predicting
changepoints for CPUs and memory. Table 3 shows our results.
The only type of changepoints we are unable to predict accurately
is disk changepoints. We do not understand at the moment what
generates these and by considering Figure 4 we understand that
many features contribute to the changepoints, such as disk_size,
iodepth, disk_model, etc. We leave for future work uncovering the
phenomenon behind disk changepoints.

Table 4 displays the runtime of our prediction methods for
changepoints on CPU, memory, and disk performance without ran-
dom search and cross validation. The prediction runtime is based
on the experiment on a 2.9 GHz Dual-Core Intel Core i5 CPU with
8 GB memory. Our results indicate that it is possible to perform
this analysis efficiently, as most of these runs take less than 1.5 sec-
onds. Only CatBoost and XgBoost for the memory dataset take 3.16
seconds, and 5.98, respectively. Therefore, these kinds of analyses
could be performed in a real-time pipeline.

Cross Validation. Learning the parameters of a prediction model
and testing on the same data usually gets a satisfactory result but
fails to get good results on different test sets—due to overfitting. To
avoid overfitting, we apply cross validation, which is a resampling
procedure to learn parameters on a limited data sample. K-fold
cross validation divides the whole dataset into K folds and makes
sure that every fold will be used as a test set at one certain iteration.
The model is trained on the remaining K-1 folds per iteration and
there are K iterations in total. The final metric result provided by
K-fold cross validation is the average of the metrics results of every
iteration. In this experiment, we use 5-fold cross validation to avoid
overfitting.
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Table 6: The performance of our prediction method for
breakout detection changepoints on CPU, memory, and disk
performance using a 5-fold cross validation strategy and
random search.

RMSE (days) XgBoost LightGBM CatBoost
Memory 11.67 13.51 15.15
CPU 13.67 14.97 15.64
Disk 83.63 95.22 98.33

Random Search. To achieve better predictions, namely a lower
RMSE in our experiment, we decide to objectively search different
values for model hyperparameters. The aim of this optimization
process is to find a configuration resulting in the best performance,
minimum RMSE in our experiment specifically. Random search is
one of the simplest and most common methods. In random search,
we define a bounded domain of hyperparameter values as a search
space and then search sample points in that domain randomly. At
the expense of certain accuracy, random search can reduce the
search time while ensuring model accuracy. Table 5 shows our re-
sults using both the 5-fold cross validation and the random search.
Using these techniques improves the performance of predicting
changepoints, as can be observed by noticing the differences be-
tween Tables 3 and 5.

Predicting Breakout Detection. Table 6 shows the RMSE of
three changepoint collected by breakout detection method using all
features as predictors with random search and 5-fold cross valida-
tion. Both memory and CPU datasets get RMSE around 10 days.
The RMSE of the disk dataset is inferior to the results of memory
and CPU datasets. Furthermore, the performance of prediction on
changepoints collected by breakout detection is not as good as the
performance of prediction on changepoints collected by robseg. The
main reason is that the changepoint collected by breakout detection
method is more fine-grained than the changepoint collected by
robseg.

Discussion and advice for practitioners. In evaluating our
method for changepoint prediction, we made the following obser-
vations. In summary, we find that:

(1) Changepoints on different cloud resources depend on dif-
ferent factors. We have found that CPU and memory change-
points depend heavily on OS, kernel, and compiler versions,
while disk-based changepoints depend on factors related to
hardware. Practitioners should pay much attention to such fac-
tors when performing, designing, and planning experiments.
Changepoints for CPU and memory can be successfully
detected. Because CPU and memory changepoints have fewer
factors they depend on it is likely that they are easier to pre-
dict. With disks, where a multitude of factors concur, such as
disk_size, iodepth, and disk_model, it is more difficult to pre-
dict changepoints. It is therefore important to dig deeper into
understanding I/O variability and leave this for future work.
However, we encourage practitioners to collect as many metrics
as possible [26] to collect sufficient data for future tools to comb
through for performance phenomena.

Prediction accuracy is good for CPU and memory and is
comparable for all the methods we tested. We achieved

—
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very good accuracy for CPU and memory changepoints, and
the performance was comparable for all three frameworks we
used—XgBoost, LightGBM, CatBoost. Therefore, experimenters
and performance analysts can use any of these to predict per-
formance.

Changepoints can be predicted less accurately for break-
out detection. Because breakout detection is finer-grained in de-
tecting performance changepoints, prediction methods achieve
alower accuracy in detecting these. However, CPU and memory
accuracy is reasonably good for breakout detection. Therefore,
practitioners who need a more sensitive changepoint detection
method can still make use of our prediction method without
much loss in prediction performance.

©

5 RELATED WORK

We discuss related work and contrast them with the approach we
take in this paper. Hirade and Yoshizumi devise an algorithm [11]
for changepoint prediction based on the method of ensemble learn-
ing. They assume the occurs of changepoints can be characterized
by the time intervals between the changepoints, and their symp-
toms though the causes for changepoints are different. Then they
generate weak classifiers to extract the property of the reasons
for changepoints and ensemble these weak classifiers into a novel
classifier [11]. Unlike metric in our experiment, they evaluate the
performance of their algorithm with F-measure on a driving sim-
ulator dataset. Agudelo-Espana et al. propose a method from a
Bayesian perspective and which is an extension of the Bayesian
Online Change Point Detection (BOCPD) algorithm [1] to predict
when the next changepoint will occur. The main idea of BOCPD
is a probability distribution over the run length. Run length is
a non-negative discrete metric that denotes the number of time
steps passed at time t since the last changepoint. They evaluate
their algorithm on a mice sleep staging dataset. Xu et al. focus on
the prediction of high performance computing system’s IO vari-
ability [28]. They investigate response surface models, Gaussian
process based methods, inverse distance weighting methods, and
nonparametric regression models and evaluate the performance of
these approaches by the prediction accuracy. In this paper, we use
gradient boosting models, which are ensemble learning models as
well, to predict performance changepoints for cloud computing re-
sources. We used large sets of features, characterize which features
are important for individual resources, and make a comparison
between multiple prediction models.

6 CONCLUSION

Cloud performance variability is a significant problem that affects
modern clouds. As opposed to variability given by noisy neighbors
or interaction with cloud providers which have quality of service
policies, variability given by changepoints can be predicted. The
ability to predict such performance changepoints can be leveraged
by practitioners for tuning and updating their benchmark pipelines.
In this article, we describe how we apply two methods for change-
point detection—robseg and breakout detection—in the analysis of
a large-scale dataset of measurements collected on the CloudLab
testbed. As we study many performance time series, we tune break-
out detection in order to achieve comparable results to the robseg’s
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results. We then present a method for predicting performance vari-
ability given by changepoints. We use gradient boosting models to
predict the time when a changepoint occurs, and our methods offer
good prediction quality. We show what features are most important
in predicting CPU, memory, and disk performance changepoints.
Finally, we offer advice for practitioners on how to leverage our
results.
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