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ABSTRACT 
Event-driven architecture (EDAs) improves scalability by 
combining stateless servers and asynchronous interactions. 
Models to predict the performance of pure EDA systems are 
relatively easy to make, systems with a combination of event-
driven components and legacy components with blocking service 
requests (synchronous interactions) require special treatment. 
Layered queueing was developed for such systems, and this work 
describes a method for combining event-driven behaviour and 
synchronous behaviour in a layered queueing model. The 
performance constraints created by the legacy components can be 
explored to guide decisions regarding converting them, or 
reconfiguring them, when the system is scaled. 
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1 Introduction 
Event-driven architecture (EDA) improves scalability by 
combining stateless servers and asynchronous interactions. 

Independent components are loosely coupled through a messaging 
infrastructure such as message queueing or an event bus. The 
essntial ideas are described by Richaards in [6], and 
implementation issues are addressed by Ambre in [1] and by Puri  
in [5]. The broad outline of a EDA is illustrated by the example in 
Figure 1 for a simplified e-commerce system. Each component 
may have multiple load-balanced instances, for scalability. 
 

 

Figure 1 Event-Based Architecture Example 

When a component such as “Buy” sends a request to a second 
component such as InventoryMgr, the request message if handled 
by the EventBus and the Buy component does not wait for the 
reply. When the reply is generated it also is handled by the 
EventBus and may go to a different instance of Buy. To bridge the 
gap between request and reply the state of the operation at Buy is 
saved in a Persistence Store (not shown) and retrieved by the 
instance that takes the reply. 
Performance modeling of systems under EDA was addressed by 
Rathfelder et al in [5] using a simulation-based methodology. They 
placed particular emphasis in modeling the asyncrhonous 
communications via a publish/subscribe system. The present paper 
considers analytic queueing approximations using layered 
queueing networks (LQNs), which have been described by Franks 
et al [2] and Woodside [8]. Some previous work by Liu in this 
direction models publish-subscribe systems in the thesis [3].   
The decision to employ EDA, or to convert a legacy system to 
EDA, is often driven by scalability concerns. The possibilities may 
include a hybrid solution that integrates a legacy system using 
RPCs with new event-based components, and our concern here is 
how to model the performance of such hybrids. This paper 
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proposes to evaluate the performance of alternatives using LQNs, 
which were developed to represent the RPC-based architecture 
directly. To apply LQNs to EDA, the asynchronous interaction 
must be correctly represented, including the mechanisms used to 
implement EDA. We consider here the use of persistent storage to 
store the state of an incomplete service operation, and the use of 
an Event Bus to transfer messages asynchronously. Additional 
features of EDA, particularly the handling of transactions (see, e.g. 
the Saga pattern in [7]) are not fully addressed here. 
A method for incorporating these mechanisms will be introduced 
using the same example, using three alternative architectures:  
1. Sync: A direct implementation of the RPC-based architecture 

with blocking interactions modelled by the LQN in Figure 2, 
called here a “synchronous” architecture 

2. Hybrid: A hybrid architecture in which only one component 
(here, the Buy server) makes synchronous calls, 

3. EDA: as in Figure 1. 
The operational architecture, which shows the interactions 
between the components, is displayed in Figure 1. The Figure uses 
the notation of Layered Queueing Networks (LQNs), and shows 
call-return interactions by arrows with filled arrowheads. These 
create blocking interactions, that is the progress of an operation is 
blocked when a call is made, until the reply is received. 
 

 

Figure 2 Operational Architecture and LQN  Model 
Structure 

The theory of layered queues was developed to address the 
problem of modeling blocking interactions, and Figure 2 can be 
interpreted as a LQN. In LQN terms concurrent components are 
called tasks which offer operations called entries; entries make 
synchronous (RPC-like) and asynchronous calls to other entries, 
and a call can be forwarded to additional entries to describe a 
pipeline of processing. 
The Sync alternative is modeled immediately by the LQN defined 
in Figure 2. To model full or partial EDA, the asynchronous calls 
must be modeled, however the simple asynchronous calls defined 
in LQN do not give the most useful model of EDA. We would 
prefer a model that captures the user response time by retaining 
the structure and content of the pattern of execution that makes 
up a user response. There are two ways to capture this: first, from 
the functional architecture, and second, from the workflow.  

We will consider beginning from the functional architecture first, 
using a transformation to convert a synchronous call into 
asynchronous interactions using an event bus, which is applied to 
alternatives 2 and 3.  

2. Modeling a Call-Return in an EDA 
The modeling of a call-return will be described using Figure 3 
which shows a call from the Presentation to the Browse 
component in LQN notation. One operation of Presentation 
(invoked by Source) makes yPB calls to browseOp, the operation 
performed by Browse. 
 

 

Fig 3 One Synchronous Interaction, to be Transformed  

In the EDA style, when PresentationOp makes a call, it first stores 
its state in a Persistence Server, then sends its call to browseOp via 
the EventBus. At this point it is completely disengaged from the 
transaction. When browseOp replies via the EventBus, the state is 
retrieved from the Persistence Server and the operation continues. 
The transformation introduces a Persistence server for each 
component, and calls to write and read the state to/from it.  
To disengage the component from the operation of Browse, the 
forwarding interaction in LQN is used together with some pseudo-
tasks. Forwarding a call from a server removes it from the return 
path and means there is no blocking. Pseudo-tasks are LQN model 
components that do not model software components, but exist 
purely to describe behaviour. They describe some operation of a 
system component separately, in order to provide details of the 
behaviour. 
Figure 4 shows the interaction for EBA. To exploit forwarding the 
execution of presentationOp is divided into two parts, its own 
execution with the persistence operations, and its calls. Only its 
own execution is associated with presentationOp itself, then the 
operation is forwarded to a pseudo-task CallsFromP which 
represents the delay to make the calls. The pseudo-task makes all 
calls to whatever further servers are called (here, just synchronous 
calls to Browse). CallsFromP is modeled as having infinite 
multiplicity, meaning that it places no limit on the number of 
simultaneous calls from replicas of Presentation. 
The calls are made through a component modeling the EventBus, 
with two operations, a “client-side” operation to handle the call 
from Presentation to Browse and forward it, and a “reply” 
operation to handle the reply. The “reply” operation is the last step 
in the forwarding path, after which the forwarding semantics 
imply that a reply is received first at CallsFromP and finally (when 
all calls are made) at Source. 
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The transformation clusters all the calls from presentationOp 
together and moves them to cfpOp. The execution-intervals of 
presentationOp are modeled separated only by the persistence 
calls. This structure is imposed by the semantics of forwarding in 
layered queues. For an analytic mean-value analysis solution (such 
as is provided by the LQNS solver), the two descriptions are 
equivalent since they give the same total mean delay for the Caller 
entry presentationOp.  
 

 

Fig 4. Event-Based Transformation of One Interaction 

The use of forwarding means that Source gets a reply when all the 
operations are complete, so Source sees the correct average 
response time. 
In summary 
• the operations with the Persistence server capture the 

overheads of saving and restoring state, and block the server 
so the delay of this step is captured, 

• the forwarding makes the participation of Presentation 
asynchronous, and means that EventBus forwards each 
message it receives, without blocking. 

• the CallsFromP pseudo-task imposes the calling pattern 
without blocking Presentation. Each task sending through 
EventBus has its own caller pseudo-task. 

• Overhead and congestion at EventBus are captured.  
The example does not include network delays, which may also 
important for response time. For a blocking call the round-trip 
network delay needs to be included in the response delay, and this 
can be achieved in a variety of ways. One way is to include the 
total average network delay of all its calls in the “CallsFrom” 
pseudo-task think time parameter, which adds  a pure delay to the 
operation time. 
 
 

3. Modeling a Pure Event-Driven Architecture  
Figures 3 and 4 define a transformation for each call in the LQN of 
Figure 1.  
1. Each component that makes calls has a persistence server 

deployed with it, and a CallsFromX pseudo-task created for 
it. 

2. each operation that makes calls adds a write and a read call 
to the persistence server, for each call it makes. 

3. for each operation that makes calls, it forwards to an entry 
which is added to the CallsFromX pseudo-task, and the calls 
are moved to the pseudo-task. 

4. each call from the pseudo-task is replaced by three calls: 
a. a single synchronous call to a “source” EventBus entry 
b. forwarding to its destination entry 
c. a forwarding call from the destination entry to a “reply” 

EventBus entry. 
 

 

Fig 5 LQN Model for a Fully Event-Based Architecture 

Every distinct call must have a separate “client-side” entry in the 
EventBus, to connect the call to the correct target server entry, but 
all calls can share a single “reply” entry. 
Applying this transformation gives the LQN model in Figure 5.  
In Figure 5 a single EventBus messaging server has been assumed, 
although it is shown twice for convenience, but both EventBus 
symbols refer to the same component, since they share a name. 
The deployment can in fact include a network of event buses. 
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4. Comparison of Alternative Architectures 
To complete the set of alternative models, Fig 6 shows a model for 
the hybrid architecture with a legacy Buy server making 
synchronous calls to creditOp and invMgrOp. The operations for 
persistence and for the EventBus were assumed to require 0.1 unit 
of CPU time, the other operations are labelled with their CPU 
demands. Tasks are labeled with their multiplicity, representing 
thread pool size; stateless servers are modeled as infinite for 
convenience.  

 

Fig 6 LQN Model of EBA with Legacy “Buy” Server 

The question of system scalability is addressed by considering 
increasing values of N, the number of Sources (typically, users). 
Figure 7 shows the system throughput obtainable for the three 
architectures. The top line for EBA scales smoothly and continues 
to scale beyond 100 users, assuming that additional processing 
resources are added as needed. The other curves represent both 
the Sync and Hybrid versions, which give almost identical 
throughputs for different values of mBuy, the thread pool size for 
the Buy server. Thus the hybrid architecture buys no improvement 
in scalability, because the Buy server is the limiting factor in the 
performance of the system. Adding event-based operations to the 
other components did not yield any scalability benefit. 

5. Modeling Event-Based Architectures via 
Workflows 

An alternative structure can be used to model pure event-based 
systems with LQNs, which is better for some purposes. It is 
outlined here for completeness, but the example is not worked out 
in full. If the workflows of the system are known, the workflows 
themselves are first modeled by LQN activity graphs (see [2] or [8] 
for details of activity graphs) embedded in workflow pseudo-tasks. 
Since the pseudo-tasks invoke the execution of the workflows they 
have the role of EBA Orchestrators. 

 

 

Fig 7 Throughput vs Number of Request Sources 

LQN activity graph semantics include the basic flow semantics of 
workflows, with sequence, alternative and parallel branching of 
the flow, and loops. In the workflow graph each activity executes a 
workflow step by  making calls to model elements, which can be 
tasks to execute operations, or other orchestrators. Figure 8 shows 
an example describing a workflow over some of the system 
elements as we considered above (the Presentation server is left 
out). Note that the arrows between activities (which are suffixed 
“Act” here) represent precedence, while the arrows from activities 
to entries represent synchronous calls. 
 

 

Figure 8 LQN based on Workflow 

In this alternative structure the messages between tasks are not 
represented as such in the model. The workflow tasks are infinite, 
assigned to notional infinite hosts, and do no execution. They only 
act as orchestrators. The calls to task entries are all synchronous 
because they just invoke the operation and return; no task makes 
calls in this form of model. 
To complete an EBA model using an EventBus for messaging, two 
elements are added to Figure 8 to give Figure 9: 
• Persistence servers for each task which makes calls, with a 

number of calls equal to the total request messages sent. In 
this case only the Buy server makes calls, 
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• messaging delay calls to insert the EventBus delays into the 
response. Each activity which invokes an operation that 
makes calls, adds a call to a “client-side” entry and one to a 
“reply” entry of EventBus for each call. In the Figure these 
are added to buyAct. 

 

 

Figure 9 LQN Based on Workflow with Persistence and 
EventBus Operations Added. 
 
With this approach to modeling a workflow it is straightforward 
to model additional features that may affect performance. The 
example of admission control will be described here. The 
behaviour of admitted jobs is modeled by a separate workflow 
pseudo-task with multiplicity equal to the size limit for admission. 

For example to control the number of users who can enter the 
buying workflow to a maximum of 7, the multiplicity of the 
BuyWorkflow pseudo-task would be set to 7 instead of infinity. 
Similarly the behaviour of a transaction feature implemented in an 
event-based style such as the Saga pattern [7] can be modeled by a 
workflow pseudo-task. 
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