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ABSTRACT

Monitoring, that is, the process of collecting measurements on in-
frastructures and services, is an important subject of performance
engineering. Although monitoring is not a new education topic,
nowadays its relevance is rapidly increasing and its application
is particularly demanding due to the complex distributed archi-
tectures of new and emerging technologies. As a consequence,
monitoring has become a “must have” skill for students majoring
in computer science and in computing-related fields. In this paper,
we present a set of guidelines and recommendations to plan, design
and setup sound monitoring projects. Moreover, we investigate and
discuss the main challenges to be faced to build confidence in the
entire monitoring process and ensure measurement quality. Finally,
we describe practical applications of these concepts in teaching
activities.
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1 INTRODUCTION

Performance engineering has been considered for long time as an
insular discipline of computer science widely separated from other
disciplines such as computer architecture, system organization,
operating systems and software engineering [15]. More recently,
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as reported by Ferrari [14] and further discussed by Serazzi [29],
this insularity has slowly decreased and nowadays performance
engineering is permeating to some extent other disciplines both in
research and education.

In fact, assessing and predicting the performance of any tech-
nological infrastructure and service require specific competencies
and practice in the field of performance engineering as well as a
deep knowledge of the domain under investigation. Hence, some
basic skills in this field should be part of the background of students
majoring in computer science and in computing-related fields.

Among these skills, monitoring, that is, the process of collecting
measurements on infrastructures and services, is a “must have”. In
fact, monitoring enables to gain visibility into the behavior and
performance of services and infrastructures, judge their health,
anticipate potential outages and SLA violations, diagnose perfor-
mance problems when things go wrong or proactively address and
mitigate performance issues (see, e.g., [1, 24]). In addition, monitor-
ing is at the basis of workload characterization [7] and it is one of
the stages of the MAPE-K model typically applied in the framework
of autonomic computing for developing adaptive systems [19].

It is also worth mentioning that monitoring makes it possible
to see in action concepts taught in classes (e.g., Internet protocol
stack, software systems), thus bridging the gap between theory and
practice.

The complexity of infrastructures and services as well as the po-
tential legal, privacy and ethical issues associated with monitoring
open numerous challenges mainly related to the measurement pro-
cess. For example, in the cloud and multi-cloud worlds, monitoring
has to cope with virtualized software-based resources (e.g., virtual
machines, containers) sharing physical resources and with potential
contentions due to co-located applications. Similarly, monitoring
mechanisms for 5G networks should satisfy the requirements in-
troduced by the presence of virtual as well as physical resources.
Moreover, any monitoring activity has to comply with current legis-
lation and regulations. Hence, multi-disciplinary competencies are
required to address these challenges and design sound monitoring
projects.

Although performance monitoring is not a new education topic,
nowadays it deserves particular attention because of the perva-
siveness of digital technologies often characterized by large-scale
distributed architectures. Moreover, monitoring activities are gen-
erally of interest for diverse stakeholders, such as users, software
developers, service providers, network operators, cloud operators,
who often base their decisions on the measurements being collected.
It is hence necessary to build confidence in the entire monitoring
process.
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For this purpose, in this paper, we address performance moni-
toring from a methodological perspective and we present a set of
guidelines and recommendations for designing sound monitoring
projects. We believe that these concepts together with their hands-
on application are of paramount importance and should be taught
by all courses dealing with technologies, like operating systems,
software engineering, computer networks, computer security, cloud
computing, Internet of Things, to name a few.

This paper is organized as follows. Section 2 focuses on the plan,
design and setup of monitoring projects by presenting the method-
ological approach and the techniques at the basis of any project as
well as examples of measurement platforms. Section 3 investigates
and discusses the main challenges to be addressed to ensure mea-
surement quality, while Section 4 describes practical applications
of these concepts in teaching activities. Finally, concluding remarks
are presented in Section 5.

2 MONITORING PROJECTS

Monitoring is a fundamental field of performance engineering, and
it is also very useful in many other application domains, such as
security, marketing, healthcare (see Fig. 1). In fact, measurements
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Figure 1: Examples of domains that take advantage of mon-
itoring.

collected by monitoring capture the actual behavior of the phenome-
non under investigation and provide its quantitative and qualitative
descriptions. Nevertheless, planning a sound monitoring project
and carrying out the corresponding experiments are rather chal-
lenging. Hence, a solid methodology has to be devised.

In what follows, we present the proposed methodological ap-
proach, the measurement process and examples of platforms.

2.1

The plan, design and setup of any monitoring project have to be
formulated as a process consisting of multiple interdependent steps
referring to the diverse aspects involved in the project. More pre-
cisely, the methodological approach can be summarized by the
following questions:

Methodological approach

e Why: it refers to the definition of the objectives of the moni-
toring project. Possible examples:
— status/health assessment;
— performance assessment/diagnosis;
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— anomaly detection;

— user profiling;

- accounting/billing.

e Which/Who: it refers to the definition of the target(s) of the
monitoring project. Possible examples:

— technological infrastructures:

* computation infrastructure (e.g., data centers, servers,
virtual machines, microprocessors, GPUs, sensors, actu-
ators);
storage infrastructure (e.g., hard disk drives, solid state
devices);
software infrastructure (e.g., operating systems, DBMS,
applications, services);
communication infrastructure (e.g., routers, firewalls,
access points, base stations);

- users;

— workloads;

- network traffic.

e What: it refers to definition of the attributes, i.e., the proper-
ties to be measured for the target. Possible examples:

— number and status of active processes, RAM usage, CPU
usage, number and types of instructions, number of cache
misses, number of I/O read and write operations;

— application processing time, number of DNS queries, num-
ber of database transactions, number and types of HTTP
transactions, user navigation profile, online user interac-
tions;

- throughput, latency, jitter, error rate, number of dropped
packets, protocol types;

— GPS coordinates, energy consumption, battery usage, tem-
perature.

e Where: it refers to the definition of the vantage point(s), i.e.,
the location(s) where measurements about the target are
collected. Vantage point:

- any component of the technological infrastructure.

e How: it refers to the definition of the measurement process,
that is, the techniques to be used to collect measurements.
The choice is between two main categories, namely:

— active techniques aimed at collecting measurements on
the target components under a controlled artificial work-
load/traffic;

— passive techniques aimed at collecting measurements on
the target components while operating under their real
workload/traffic.

*

*

*

Finally, to put in practice a monitoring project, that is, to carry out
monitoring experiments, it is necessary to acquire or implement
active or passive tools that devise the selected measurement process
according to the intended usage of the measurements, i.e., online or
offline. Moreover, it is necessary to define when measurements are
to be collected, that is, continuously, periodically or occasionally. In
general, it is recommended to consider monitoring as a systematic
rather than a sporadic activity.

We outline that a prerequisite of the design of any monitoring
project is a solid knowledge of the domain being investigated. In fact,
incomplete or inaccurate knowledge of the domain might lead to
wrong conclusions. Hence, any project requires multi-disciplinary
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competencies and in particular a good understanding of the method-
ological approach. Moreover, specific data science skills are nec-
essary for the analysis of the measurements collected during a
monitoring experiment and the interpretation of the corresponding
results.

2.2 Monitoring techniques and tools

As already pointed out, the measurement process is based on active
or passive techniques used in isolation or in combination (see,
e.g., [9, 13]). In detail, active tools generate artificial workload or
inject artificial traffic in a controlled manner on a real infrastructure
with the purpose of collecting measurements. On the contrary,
passive tools collect measurements on an infrastructure while it is
operating, that is, under its actual workload or traffic.

Figure 2 shows a scenario where both active and passive mea-
surements are collected. More precisely, a vantage point, namely,
end-system A, collects measurements by generating active traffic
that triggers either a router or end-system B. The second vantage
point is router R that passively listens to the incoming and outgoing
traffic and stores measurements for the offline usage.

Figure 2: Scenario of active and passive measurements.

Many open-source tools implement active and passive measure-
ment techniques. In addition, proprietary monitoring solutions are
offered by technology vendors and service providers.

Let us remark that enterprises typically apply their own princi-
ples and practices to build customized monitoring systems deploy-
ing sophisticated frameworks where open-source and proprietary
monitoring tools are often integrated with analysis, visualization
and alerting features [10]. Hence, the various choices involved in
the design and setup of monitoring projects, such as attributes to be
monitored, vantage points, monitoring techniques (see Sect. 2.1) are
directly driven by the functionalities offered by these frameworks.

In what follows, we summarize the main characteristics of the
tools implementing active and passive techniques.

2.2.1 Active tools. Active monitoring tools include a wide collec-
tion of load and traffic generators. These tools range from simple
commands and utilities that are part of the operating systems (e.g.,
ping!, traceroute?), to a large variety of speed testing tools [12]
to complex benchmarking frameworks [22]. While loading the tar-
get under investigation, active tools collect measurements, such
as latency, upstream and downstream throughput, page load time,
elapsed time, response time, that reflect the behavior and perfor-
mance of the target.

!https://linux.die.net/man/8/ping
Zhttps://linux.die.net/man/8/traceroute
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2.2.2  Passive tools. Passive monitoring tools include network snif-
fers as well as a large variety of logging facilities, performance mon-
itors and profilers. In particular, sniffers collect measurements at a
microscopic level by eavesdropping the traffic flowing on wired or
wireless networks. The pcap library developed within the tcpdump
project® is widely used nowadays to grab packets directly from
the network cards. In this framework, Wireshark? is the de facto
standard used for network sniffing within enterprises and institu-
tions and it is very popular for teaching computer networks. The
measurements collected by sniffers refer to the attributes of the
packets at each level of the protocol stack, e.g., timestamp, check-
sum, length, MAC and IP addresses, source and destination port
numbers, flags, time to live. Depending on the objective of the mon-
itoring project, these measurements can be used either online or
offline.

Another category of passive monitoring tools is represented by
logging facilities. This category includes many diverse facilities typ-
ically integrated into operating systems and applications/services
(e.g., web, mail, access control, auditing). These facilities collect
measurements of the activities and events generated by applications
and services into log or trace files for their offline usage. Obviously,
measurements are specific of the target being monitored. For exam-
ple, web servers provide logging facilities that collect details about
the web transactions being processed [5]. Similarly, media servers
log information about their requests and responses [8], whereas all
flavors of Linux operating system provide the syslog service that
collect details about kernel and user activities [16].

Performance monitors refer to the category of passive monitoring
tools aimed at measuring the status and activities of technolog-
ical infrastructures and services. To monitor hardware and soft-
ware events (e.g., retired instructions, processor clock cycles, float-
ing point operations, cache references, branch misses, page faults,
context-switches), these tools rely on the performance counters
made available by Performance Monitoring Units or by operating
systems [17]. For example, the Performance Counters for Linux® is
a kernel-based subsystem used to collect performance data. Sim-
ilarly, the Microsoft Windows Performance Counters® provide a
high-level abstraction layer used to monitor system performance.

Event-based sampling is typically used in the framework of
performance monitors. In particular, overflows of the performance
counters associated with individual events trigger interrupts whose
handlers are responsible for collecting measurement samples.

These samples can be used for performance profiling of appli-
cations and services [32]. For this purpose, it is necessary to apply
call path profiling techniques to attribute the measurements to the
calling context seen at the time of the event [18].

An alternative profiling solution is based on performance profilers
that are part of the software development ecosystems. Measure-
ments collected by these tools usually rely on code instrumentation,
that is, monitoring probes inserted into the source or binary code of

Shttps://www.tcpdump.org

*https://www.wireshark.org/

5 https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/7/html/
developer_guide/perf
®https://docs.microsoft.com/en-us/windows/win32/perfctrs/performance- counters-
portal
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the application. To provide more details about the application per-
formance, profilers usually implement a hybrid solution exploiting
probes as well as performance counters.

We outline that monitoring is supported by many diverse open-
source and proprietary tools (see, e.g., [11, 30] for detailed surveys in
the cloud computing domain). These tools can be used for different
purposes. For example, in the HPC domain tools are often used for
performance profiling of parallel applications and for driving their
optimization (see, e.g., [6, 21]).

Monitoring is also important for modern DevOps pipelines where
automated runtime monitoring tools collect measurements related
to resource usage as well as business operations and help to quickly
identify bottlenecks in the process (see, e.g., [4, 25]).

2.3 Measurement platforms

Another important aspect to be considered in the design of monitor-
ing projects deals with the availability of measurement platforms
which could be exploited to collect performance measurements.
These platforms often exploit probes at strategic locations within
access and backbone networks and behind residential gateways.

As discussed in [2], many diverse platforms have been deployed
for network diagnosis and troubleshooting. For example, the Mea-
surement Lab M-Lab’ is a large open source project supported
by organizations, educational institutions and private companies
aimed at collecting information about Internet performance. For
this purpose, the platform provides measurement tools and widely
distributed servers to support active measurements and facilitate
exchange of large-scale measurements.

RIPE Atlas® is another example of popular measurement plat-
form. This infrastructure is deployed by the RIPE Network Coor-
dination Centre and aims at collecting and sharing measurements
about Internet connectivity. More precisely, it provides the ability
to perform active measurements from thousands of vantage points
distributed across the Internet.

In the framework of Internet platforms, it is also worth mention-
ing the active and passive measurement distributed infrastructures
operated by CAIDA® with the aim of collecting interconnectivity
measurements and sharing the resulting datasets.

In summary, the proposed methodology suggests the importance
of a precise definition of the monitoring objectives since the entire
monitoring project will be driven by these objectives. Moreover,
suitable measurement techniques and tools, used in isolation or in
combination, have to the devised.

3 DISCUSSION

As already outlined, a sound monitoring project poses many diverse
challenges requiring both theoretical competencies and practical
skills. Hence, to ensure the quality of the data being measured, it is
recommended to properly address these challenges.

In what follows, we present and discuss the main monitoring
challenges as well as the main challenges related to measurement
quality.

"https://www.measurementlab.net/
8https://atlas.ripe.net/
https://www.caida.org/data/
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3.1

The main challenges of a monitoring experiment deal with the
choices associated with the plan, design and setup of the project as
well as with the use policies of technological infrastructures being
monitored and possible legal constraints of the measurements to
be collected.

Monitoring choices affect the resources consumed by monitor-
ing activities (e.g., processing, memory, bandwidth). Therefore, it is
recommended to lower as much as possible this overhead since it
might affect the operating conditions and the performance of tech-
nological infrastructures and services. Additional challenges refer
to monitoring intrusiveness and perturbations due to resources be-
ing shared between the monitoring process and the corresponding
target. This phenomenon might alter the behavior of the target in an
arbitrary manner and lead to unexpected consequences, including
performance degradation.

To address these challenges, a monitoring project should be
designed as to avoid collecting too many measurements.

Thereby, as a general rule, it is advisable to avoid aggressive
monitoring activities and to apply sampling techniques whenever
deemed necessary. In addition, conservative monitoring that col-
lects few measurements should be avoided as this could make mon-
itoring ineffective. Hence, an appropriate tradeoff between the
amount of measurements to be collected and the cost associated
with the measurement process has to be achieved [27].

Unexpected effects are also experienced by monitoring exper-
iments whenever they cannot exploit a dedicated environment,
instead they run simultaneously with real workload/traffic. For
example, the measurements collected when running speed tests
usually vary from time to time due to the background traffic flowing
on the Internet. Similarly, measurements collected by performance
profilers running in virtualized environments might be affected by
workload/traffic being co-located [31].

As a consequence, a single monitoring experiment is often not
sufficient to distill these effects. Therefore, it is recommended to
repeat the monitoring experiment multiple times.

The design of a monitoring project should also take into account
technical issues related to the tools to be used for collecting mea-
surements as well as legal, privacy and ethical issues associated
with measurements. For example, it might be impossible to monitor
a technological component because of the lack of suitable tools.
Hence, their availability and cost should be assessed during the
planning of a monitoring project.

Other aspects hindering a project refer to the permissions and
authorizations to be acquired before monitoring infrastructures and
services and in particular for choosing vantage points. For example,
in cloud environments providers have access to the lower layers of
the infrastructure, whereas users can generally monitor the upper
layer, that is, the virtualized resources being allocated. Similarly,
network operators and Internet service providers can monitor their
entire infrastructure, while users perceive the infrastructure as a
sort of “black box” and they can only collect measurements at the
edge of the network.

It is also worth mentioning that the monitoring activities per-
formed by users have to comply with the acceptable use policies
and restrictions imposed by providers.

Monitoring challenges
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An additional challenge of the measurement process is imposed
by the existing data protection laws and regulations issued by vari-
ous countries, such as the European General Data Protection Reg-
ulation'®. In particular, to comply with legal obligations, passive
measurements should avoid exposing personally identifiable infor-
mation and obtain explicit user consent whenever required.

3.2 Measurement quality challenges

Measurement quality is of paramount important since measure-
ments are at the basis of many decision processes. First of all, as
outlined by Paxson [28], to ensure measurement quality, it is neces-
sary to assess the accuracy and precision of the selected monitoring
tools. For example, a “slow” packet sniffer might fail to keep up
with the rate at which the network tap sends out the raw packet
streams, thus leading to inaccurate and unreliable measurements.

Moreover, measurements could be biased. As pointed out in [26],
changing insignificant and seemingly irrelevant aspects of the in-
frastructure used in the monitoring experiments can introduce a
significant measurements bias, that might over-state effects or even
lead to incorrect or misleading conclusions. For example, special
attention should be placed in the selection and use of active mea-
surement platforms to avoid measurement biases due to various
effects, such as geographic coverage, demographics.

It is also very important to ensure the representativeness and
validity of the measurements and avoid the risk of ignoring signifi-
cant although rare phenomena. Hence, sampling techniques should
be applied with particular care to cope with the so-called mice and
elephants phenomenon [3]. In addition, the choice of the number
of samples plays a key role. For example, components with more
samples tend to have more reliable results, while components with
fewer samples might include some noise in their measurements.

Another critical aspect related to measurement quality refers to
the choice of the vantage points. In fact, these locations provide dif-
ferent perspectives that could significantly skew the interpretation
of the measurements being collected. This is particularly serious for
sniffers since vantage points determine the portion of monitored
network. As suggested in [20], multi-vantage points might help to
improve accuracy although this choice is not always feasible.

Finally, all known deficiencies associated with the measurement
process and the measurements collected should be clearly identi-
fied [23]. This could be addressed by associating comprehensive
meta-data with the measurements.

In summary, all these monitoring and measurement quality chal-
lenges suggest that their careful evaluation is a key aspect of the
design of sound monitoring projects. In addition, the choices made
at the various steps should be assessed to check whether they are
actually necessary and possible.

4 MONITORING FOR EDUCATION

The proposed methodological approach provides principles and
practices to design and implement effective monitoring projects.
We believe that teaching these concepts is of paramount important
to better engage students in the learning process and give them a
sense of how notions explained in theory actually work.

Ohttps://eur-lex.europa.eu/eli/reg/2016/679/0j
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For example, this is the case of computer networking classes
where the lectures on the Internet protocol stack are nicely com-
plemented by hands-on lab sessions. In particular, to show how the
various protocols work, it is necessary to plan, design and setup
suitable monitoring projects by addressing the steps of the proposed
methodological approach (see Sect. 2.1). The diagnosis of the net-
work health could be chosen as specific objective of a project. For
this purpose, the communication infrastructure and end-system B
are the targets (see Fig. 2), while end-system A is the vantage point.
The properties to be measured for the target refer to the network
topology as well as to intermediate and end-to-end latency. The
measurement process is based on the traceroute command used
to generate sequences of multiple packets towards end-system B
and collect measurements. To directly observe the traffic, this pro-
cess is coupled with passive measurements collected by sniffing the
network traffic using the Wireshark tool running on end-system A.

Once the project is defined, a large variety of experiments can
be carried out by students from different vantage points (e.g., on
campus, at home) towards different end-systems (e.g., local servers,
remote servers), thus allowing them to diagnose different network
infrastructures. Students will also be able to exploit the ICMP, TCP
and UDP protocols and observe the details of packets being sent and
received. In addition, they will understand how the IP protocol’s
time to live works by directly observing the packets being sent and
the packets being triggered.

This practical learning style will also make students aware of the
limitations and pitfalls inherent in a network monitoring project
and especially in the corresponding measurement process. For ex-
ample, the traceroute command cannot identify asymmetric paths
due to network congestion or unstable paths due to temporary fail-
ures. Moreover, as discussed in Section 3.1, the experiments are not
usually performed in a dedicated environment. Hence, to ensure
measurement quality, students should be advised to repeat them
multiple times. Finally, in case of passive measurements, it is rec-
ommended to make students aware of the potential privacy issues
associated with the measurements being collected.

Similar approaches can be adopted to design monitoring projects
that allow students to explore in depth and experiment the concepts
taught in classes, such as operating systems, computer architecture,
high performance computing. For example, to observe the behavior
of the various operating system mechanisms, profiling techniques
based on performance counters are particularly useful. In fact, as
discussed in Sect. 2.2.2, counters monitor the hardware and soft-
ware events occurred on the target system while executing a given
workload, e.g., commands, applications. These measurements pro-
vide snapshots of the activities performed by the operating system,
thus allowing students to investigate in detail ‘where the time goes’.

Finally, students should be warned of the unintended alteration
in system behavior that might arise while collecting measurements.
In particular, sampling intervals should be chosen carefully to avoid
sampling in lockstep with regular activities.

In summary, we believe that a methodological approach is fun-
damental for the design of effective monitoring projects and these
concepts should be taught and applied more extensively to enhance
the learning process.
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5 CONCLUSIONS

Performance monitoring is a significant field of performance engi-
neering that enables the assessment of the status and conditions of
technological infrastructures and services.

Despite the availability of many proprietary and open-source
monitoring tools, the plan, design and setup of sound monitoring
projects are not straightforward. In this paper, we addressed perfor-
mance monitoring from a methodological perspective by presenting
guidelines and recommendations for effective monitoring projects
and by discussing their practical applications in teaching activities.
In fact, we believe it is of paramount importance to build durable
competencies and confidence in the entire monitoring process.

We offered a methodology that covers the diverse aspects to
be considered in a project. Particular attention was dedicated to
the measurement process and to the main challenges affecting this
process. We also investigated and discussed the challenges to be
faced for ensuring measurement quality and for complying with
the limitations imposed by current legislation and regulations.

The analysis of these issues suggested the importance of a proper
choice of the vantage points to avoid the risk of monitoring under
distorted perspectives, that might lead to measurement bias and
wrong conclusions.

Moreover, it is suggested to avoid aggressive monitoring activ-
ities since they might introduce perturbations in the behavior of
the target and lead to unexpected consequences. Similarly, conser-
vative monitoring activities are not recommended as they might
end up collecting few ineffective measurement samples. Therefore,
an appropriate tradeoff between the amount of measurements to
be collected and the cost associated with the measurement process
should be achieved.

In conclusion, we believe that principles and practices of per-
formance monitoring should be mastered to gain insights into the
behavior and performance of technological infrastructures and ser-
vices and ensure their proper functioning.
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