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ABSTRACT
Large-scale not-for-profit Internet Service Providers (ISPs), such as
National Research and Education Networks (NRENs) often have
significant amounts of underutilized bandwidth because they provi-
sion their network capacity for the rare event that all clients utilize
their purchased bandwidth. However, traffic policers are still ap-
plied to enforce committed purchase rates and avoid congestion.
We present the design and initial evaluation of an SDN/OpenFlow
solution that maximizes the network link utilization by user-defined
fair allocation of spare bandwidth, while guaranteeing minimum
bandwidth for each client.
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1 INTRODUCTION
Internet Service Providers (ISPs) commonly apply Quality of Service
(QoS) technology to police or shape client traffic [4]. Commercial
ISPs focus on maximizing profits by overselling their channel, with
the assumption that not all clients will be using their maximum
purchased rate simultaneously. Consequently, the industry’s status
quo is to sell an “up to” bandwidth rate. In contrast, large-scale
not-for-profit ISPs, such as NRENs opt to use QoS controls to pro-
vide minimum rate guarantees to their clients, and therefore have
significant amounts of underutilized bandwidth [7].

Although there are many mechanisms currently available for
capping or limiting bandwidth at a certain level [4], we know of
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no dynamic and scalable solution that provides minimum band-
width guarantees to clients, while maximizing utilization of the
available bandwidth with fair allocation of the spare bandwidth,
where the fair allocation is defined by the ISP administration. The
QoS architectures such as IntServ [3] and DiffServ [2] are either
too complex and not scalable, or do not provide strong fairness
guarantees. For example, the two-rate three-color marker policers
guarantee minimum bandwidth allocation, while allowing com-
peting flows to utilize the spare bandwidth. However, they do not
support user-specified fair allocation of the spare bandwidth [2].

Software-Defined Networking (SDN) is an emerging paradigm
that decouples network control from forwarding functions, enabling
network control to be directly programmable. SDN introduces new
possibilities for dynamic bandwidth allocation (DBA). OpenFlow,
which is the prevalent open standard protocol for SDN, facilitates
DBA at line rate with features like per-flow metering and flow
pipeline [6]. Previous studies have leveraged SDN capabilities for
optimal bandwidth allocation in applications such as stream ana-
lytics [1], and end-to-end QoS guarantees [5]. However, fair and
efficient DBA with minimum guarantees has not been considered.

We present a DBA system using OpenFlow, which maximizes
the network link utilization by fair allocation of spare bandwidth,
while ensuring minimum bandwidth guarantees for each client.
2 FLOW AGGREGATION AND METERING
Our DBA solution is implemented using an OpenFlow enabled
switch (OpenFlow 1.3 or higher) with flow pipeline, ingress me-
ters, and egress QoS queues. Figure 1 shows the three-tier flow
aggregation and metering for our fair and efficient DBA solution.
The egress QoS queues follow a strict priority system, in which the
higher priority queue always transmit first. The highest priority
queue is used for guaranteed traffic, and the lower priority queues
are used for traffic over the committed minimum rate based on the
dynamic allocation algorithm.

The first tier (flow table 0) aggregates the traffic from each client,
and mark the portion within the minimum guaranteed rate with
high priority. The high priority traffic is not metered at the second
tier. At the third tier (flow table 2), the high priority traffic from
all clients are aggregated and directed to the high priority egress
QoS queue. This redirection guarantees the minimum rate for each
client, as long as the channel is not overbooked.

Traffic exceeding the guaranteed rate is metered at the second
tier (flow table 1). The DBA algorithm sets the metering rate at the
second tier for each client. Meters at this tier mark traffic within
the dynamically allocated maximum rate with medium priority,
and traffic beyond this rate with low priority. The marked traffic
from all clients is then aggregated at the third tier according to the
priority level, and directed to the respective egress QoS queue.
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Figure 1: Three-tier flow aggregation and metering for fair and efficient dynamic bandwidth allocation

Table 1: Results for bandwidth utilization of competing TCP traffic from

two clients. (Link capacity 600, rates in Mbps)
Algorithm Client Min-Rate Demand Fair Share Delivered

Max-Min Fair H1 100 400 250 85
Exact-Allocation H2 200 600 350 519
Max-Min Fair H1 100 400 250 234
Over-Allocation H2 200 600 350 324

3 DBA FAIR UTILIZATION
The DBA algorithm is implemented within the SDN controller. The
controller monitors the real-time bandwidth usage for each client
through the flow statistics at each tier, and dynamically adjusts the
metering rate at the second tier in order to maximize utilization.
Different allocation algorithms are possible through this design. We
have implemented a max-min fair allocation algorithm, which gives
an equal share of the spare bandwidth to all clients upon demand,
regardless of their committed purchased rate.

There are subtleties in how the spare bandwidth is allocated.
With exact-allocation, where the sum of all allocated bandwidth is
no more than the link capacity, either the link remains underutilized
(when allocation is based on equal share of the spare bandwidth),
or the TCP congestion control for some clients adapts to a lower
rate than their fair share (when allocation is based on the per-
ceived demand by the controller). To achieve maximum utilization
and maintain max-min fairness, we use an over-allocation scheme,
which allocates the equal share to clients with low perceived de-
mand (even though they may not utilize it), and allocates the fair
share of the unutilized spare bandwidth to clients with high demand.
The over-allocation stops when traffic reaches the fair allocation
rate for all clients.

4 IMPLEMENTATION AND RESULTS
We have implemented a proof-of-concept testbed using SDN en-
abled Pica8 (P-3290) switches and Ryu SDN controller with REST
API (source code available on GitHub [8]). These switches only
implement one stage of the OpenFlow pipeline, and therefore do
not support pipeline processing instructions such as goto_table.
Therefore, we used three switches to implement the three-tier flow
aggregation and metering.

Table 1 shows utilization results for competing TCP traffic. With
exact-allocation based on perceived demand, TCP congestion con-
trol for the client with the lower min guaranteed rate adapts to a
lower rate than its fair share, and the client with higher min rate
gets more than its fair share. With over-allocation, both clients get
close to their fair share. Figure 2 illustrates the adaptivity of our
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Figure 2: Adaptivity of the max-min fair DBA algorithm over time. Client

H1 with guaranteed rate 100 Mbps tries to transmit at rate 400 Mbps for 30s.

H1 initially utilizes close to 400 Mbps through the link without competition.

Client H2 with guaranteed rate 200 Mbps starts competing for bandwidth

with 10s delay, and tries to transmit at rate 600 Mbps for 30s. The algorithm

quickly adjusts the rate for H1 and H2. When H1 stops transmission, H2 is

able to utilize the available spare bandwidth and transmit at near 600 Mbps.

allocation scheme over time. The TCP congestion control quickly
adapts to the max-min fair rate when over-allocation is applied.

5 CONCLUSIONS
We present a three-tier flow-aggregation and metering design us-
ing OpenFlow that provides fair and efficient DBA for networks
with minimum bandwidth guarantees. Initial evaluation on an SDN
testbed shows that to achieve max-min fair utilization of the spare
bandwidth by TCP flows, an over-allocation scheme is required.
Our ongoing work include investigating the interplay between the
TCP congestion control and other fair allocation algorithms (e.g.
proportional fair), and evaluating the scalability of our solution.
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