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ABSTRACT
General Purpose Graphics Processing Units (GPGPUs) have rapidly
evolved to enable energy-efficient data-parallel computing for a
broad range of scientific areas. While GPUs achieve exascale perfor-
mance at a stringent power budget, they are also susceptible to soft
errors (faults), often caused by high-energy particle strikes, that
can significantly affect application output quality. As those applica-
tions are normally long-running, investigating the characteristics of
GPU errors becomes imperative to better understand the reliability
of such systems. In this talk, I will present a study of the system
conditions that trigger GPU soft errors using a six-month trace
data collected from a large-scale, operational HPC system from
Oak Ridge National Lab. Workload characteristics, certain GPU
cards, temperature and power consumption could be indicative of
GPU faults, but it is non-trivial to exploit them for error prediction.
Motivated by these observations and challenges, I will show how
machine-learning-based error prediction models can capture the
hidden interactions among system and workload properties. The
above findings beg the question: how can one better understand
the resilience of applications if faults are bound to happen? To this
end, I will illustrate the challenges of comprehensive fault injection
in GPGPU applications and outline a novel fault injection solution
that captures the error resilience profile of GPGPU applications.

The presented work is done in collaboration with Adwait Jog
(College of William and Mary), Devesh Tiwari (Northeastern Uni-
versity), Ji Xue (Google), and my Ph.D students Bin Nie and Lishan
Yang. The interested reader is directed to [1–4] for details.
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