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ABSTRACT 
This work1 focuses on Design Space Exploration for embedded 
systems based on heterogeneous parallel architectures and 
subjected to mixed-criticality constraints. In particular, it presents 
a criticality-aware evolutionary approach integrated into a 
reference Electronic System Level HW/SW Co-Design flow. 
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1 INTRODUCTION 
In recent years, there has been a growing trend for switching 

from single-processor/core to (heterogeneous) multi-
processor/core (i.e. parallel) platforms to execute embedded 
applications with different levels of criticality (i.e. Mixed-
Criticality Embedded Systems, MCES). The main problem in the 
management of a MCES is to ensure that low criticality 
applications do not interfere with high criticality ones. After 
Vestal model [1], which first analyzed Mixed-Criticality (MC) 
system with focus on real-time performance, a series of research 
papers have been published [2]. In this domain, the most critical 
development steps are related to the System Specification and the 
Design Space Exploration (DSE) activities [3] and the main 
differences among the various works in the literature are related 
to the amount of information and actions that are explicitly 
requested from the designer and so heavily influenced by his 
experience. In such a context, this work present a DSE approach 
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to support the development of heterogeneous parallel MCES. 
The main differences with respect to previous works (e.g. [4][5]) 
are related to the system behavior model, based on CSP-like 
(Communicating Sequential Processes) Model of Computation 
(MoC) and the criticality-aware HW/SW partitioning/mapping 
activity that exploits an evolutionary approach. 

 
Figure 1: HW/SW Co-Design Flow. 

2 HW/SW Co-Design Flow with MC 
Constraints 
In the context of MCES, this work adopts a specific design 

flow (HEPSYCODE: HW/SW Co-Design of Heterogeneous Parallel 
Dedicated Systems) [6], based on an existing Electronic System-
Level HW/SW Co-Design Methodology [7] (Figure 1), while 
introducing MC requirements. The System Description step 
defines three reference models: the Application, Architecture and 
Communication Model. The first model exploits a behavioral 
modeling language, named HML (HEPSY Modeling Language) [8], 
based on the CSP MoC [9]. The second model defines the basic 
HW components available to build the final HW architecture. 
These components are collected into a Technologies Library (TL), 
a generic database that provides the characterization of the 
available technologies. Starting from the TL, designers define the 
so called Basic Blocks (BB), each one composed of a set of 
processing units, memory units and internal and external 
communication links. Practically, the final HW architecture will 
be composed of a set of BB elements interconnected by means of 
one or more link elements (taken from the ones available in the 
communication model). The Metrics Evaluation and Estimation 
activities provide several metrics related to the BB involved in 
the design flow (Affinity [10], Concurrency, Communication, Size 
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and Load [11]). After these steps, the reference co-design flow 
reaches the DSE step (as shown in Figure 1 and Figure 2). It 
includes two iterative activities: HW/SW Partitioning And 
Mapping (PAM), that allows to explore the design space looking 
for feasible solution suitable to satisfy imposed constraints; 
Timing Co-Simulation, that considers suggested design points, 
representing mappings between application and platform models 
(Figure 2), to actually check for timing constraints satisfaction. 

 
Figure 2: Design Space Exploration Approach. 

The PAM activity is based on a Genetic Algorithm (GA) used 
to minimize a multi-objective cost function that quantifies the 
quality of each individual of the GA population. Considering the 
criticality levels associated to each application process, this work 
proposes different methods to manage MC constraints to avoid 
interferences derived from damages or software errors and bugs. 
The main idea is to drive the DSE to avoid having processes with 
different criticality levels allocated on the same (shared) 
processor/core. For this, it is exploited a metric called Criticality 
Index. The goal behind this metric is to measure how much 
isolated are processes with different criticality levels. So, the 
final cost function will have a higher value if an individual 
doesn’t satisfy the criticality constraint. Moreover, it is also 
possible to constrain the initial GA population to have only 
feasible individuals, and/or to constrain the crossover and 
mutation GA operations to make the population evolving only 
with feasible individuals (with respect to criticality constraints) 
avoiding at all the generation of unfeasible solutions. With 
respect to the starting GA population generation operation, two 
methods are considered: (1) to reduce the starting random GA 
population deleting unfeasible individuals; (2) to create a starting 
GA population with only feasible individuals. With respect to 
crossover and mutation operations, different methods can be 
considered: (1) to avoid the generation of unfeasible individuals 
into the crossover and mutation operations. This approach 
generates only feasible solutions, otherwise no results will be 
released; (2) to avoid the generation of unfeasible individuals 
into the crossover and mutation steps while trying to generate a 
minimum (or maximum) amount of feasible individual; (3) to 
exploit the Criticality Index. So, if the constraint is not satisfied, 
the cost function will assume a higher value that will drive the 
DSE towards better individuals.  Limiting the processes 

allocation taking into account MC has two main effects: to 
increase the minimum cost and to decrease the maximum 
execution time, because the number of BBs instances will not be 
less than the number of criticality levels. Figure 3 shows a subset 
of solutions suggested by the DSE while considering different 
weights and timing requirements, with and without MC 
constraints. As expected, the Pareto set with no MC constraints 
(blue rhombuses more to the left) have solutions with a lower 
cost with respect to the one with MC constraints (orange 
squares). All the steps, prior to DSE one, have been executed in 
few minutes (on a high-end notebook). It is worth noting that 
this is a one-time effort, while the time for DSE steps depends on 
designers experience and number of considered constraints. 
Future works involve the introduction into the DSE also the 
concept of SW partitions in order to allow modeling also 
hypervisors technologies. 

 
Figure 3:  DSE small-set result. 
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