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ABSTRACT
Public cloud computing platforms are a cost-effective solution for
individuals and organizations to deploy various types of workloads,
ranging from scientific applications, business-critical workloads,
e-governance to big data applications. Co-locating all such different
types of workloads in a single datacenter leads not only to per-
formance degradation, but also to large degrees of performance
variability, which is the result of virtualization, resource sharing
and congestion. Many studies have already assessed and character-
ized the degree of resource variability in public clouds. However,
we are missing a clear picture on how resource variability impacts
big data workloads. In this work, we take a step towards character-
izing the behavior of big data workloads under network bandwidth
variability. Emulating real-world clouds’ bandwidth distribution,
we characterize the performance achieved by running real-world
big data applications. We find that most big data workloads are
slowed down under network variability scenarios, even those that
are not network-bound.Moreover, themaximum average slowdown
for the cloud setup with highest variability is 1.48 for CPU-bound
workloads, and 1.79 for network-bound workloads.
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1 INTRODUCTION
Cloud computing platforms have become the de facto platform for
running various types of workloads, from either individuals and
institutions. The economy of scale helps cloud providers reduce
costs through co-locating client workloads by means of separating
them through virtual machines (VMs), which offer user isolation.
Such virtual machines are scheduled on the same physical hard-
ware for an increased total resource utilization. In such setups, a
challenging problem appears: resource variability. As currently net-
works are a more scarce resource than, for example, processing
power, network variability is more likely to impact application
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performance, or, more importantly, performance predictability. As
many studies [3, 31] already point out, in public clouds the network
performance exhibits large degrees of variability - due to virtualiza-
tion, colocation and congestion overheads [4, 15]. In this paper, we
study the performance implications of network variability when
running big data workloads.

Due to the data deluge, a new paradigm of data driven science has
emerged [11]. As a consequence, big data processing systems have
become pervasive. Such systems handle many types of workloads,
ranging from scientific applications [24], graph-processing [38],
analytics and data-warehousing solutions [1, 33], to machine learn-
ing [21], where data collection, curation, and analysis play an in-
creasingly important role in preparing data for artificial intelligence
algorithms [32]. Big data processing systems, such as Hadoop [37]
or Spark [40] have already been deployed successfully on cloud
computing environments. Moreover, for clients that choose not
to manage their own VM cluster, commercial clouds even offer
Hadoop, or Spark as a service1. The key problem when deploying
such big data processing systems in cloud computing environments
is that they do not run in isolation, and hence are prone to be
impacted by resource variability.

This issue is exacerbated by the big data processing systems’
intrinsic design: such systems are built to run in isolation, in pri-
vate cluster computing environments. Therefore, the computation
is optimized for, and achieves predictable performance on homo-
geneous and symmetric setups. A limited number of approaches
try to address the issue of network heterogeneity in big data plat-
forms [10, 23, 28, 41], but are either tailored towards theMapReduce
ecosystem, or consider multi-cloud environments and do not opti-
mize for the variability within a single cloud datacenter.

Moreover, such approaches suffer from several significant short-
comings. First, these solutions focus on bandwidth heterogeneity,
not variability. Cloud network bandwidth is not only heteroge-
neous, but also highly variable with time, with possibly highly
unpredictable behavior. Second, they are not evaluated under real-
world cloud bandwidth distributions. Furthermore, such solutions
do not offer any performance predictability guarantees, models, or
insights into how variable network affects the behavior of big data
workloads.

We advocate for performance predictability and for devising
realistic performance models for big data applications even under
the influence of variable networks. Even though recent seminal
work [26] towards understanding the performance of big data plat-
forms shows that network is not a performance bottleneck, this

1https://aws.amazon.com/emr/
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Figure 1: Bandwidth distributions for A-H cloud use cases.
1st-25th-50th-75th-99th percentiles. Data points courtesy of
authors of [3].

does not imply that its variability does not impact application per-
formance (predictability). We conjecture that network variability
generates performance variability in big data processing systems.

Towards validating this statement, the following research ques-
tions arise: how to assess the impact of network bandwidth variability
on big data workloads running on clouds?. What is the impact of net-
work bandwidth variability when running big data workloads on
clouds?

To answers these research questions, we make the following
contributions:

(1) We create a framework to emulate the network variability
behavior of eight real-world clouds [3] (Section 2).

(2) We characterize the performance of six real-world big data
applications from the HiBench suite [12] running on top of
Spark (Section 3).

2 EXPERIMENTAL SETUP
In this sectionwe present our experimental framework for assessing
the impact of network bandwidth variability over big data process-
ing workloads. We introduce the eight real-world cloud bandwidth
distributions that we emulate and the mechanisms used to imple-
ment the emulation. Furthermore, we present the six real-world
big data workloads we run in our emulated setup. We conclude
this section by presenting the hardware and software platforms we
used for conducting the experiments.

2.1 Emulated Cloud Scenarios
In [3], Ballani et al. present network bandwidth variability results
for eight real-world cloud setups in the form of bandwidth distribu-
tions. Figure 1 summarizes their findings. Out of eight clouds, six
are highly variable in network bandwidth, with differences between
minimum and maximum values as high as one order of magnitude
(e.g., distribution H).

These bandwidth distributions are the results of benchmarking
network traffic between virtual machines in the respective clouds

Figure 2: Graph representation of the hose model

Table 1: Resource Utilization for HiBench Workloads.

Application CPU Disk Memory Network
Wordcount High Low Moderate Moderate

Sort Low High Moderate High
Terasort High Moderate High High

Naive Bayes Moderate Moderate High Low
K-means High Low Moderate Low
Pagerank Moderate Low Moderate Low

over relatively coarse periods of time (hours-days). These results
provide clear upper and lower bounds of achievable performance
when two virtual machines communicate in a cloud. However, due
to the uncertainty of the underlying conditions (e.g. networking ac-
tivity bursts of other cloud customers’ virtual machines co-located
on the same physical infrastructure), the bandwidth variation gran-
ularity could be much finer (e.g. seconds, minutes). In this work, we
only consider scenarios where the achievable bandwidth of one VM
does not change during the course of a single experiment. Chang-
ing the bandwidth distribution during the course of an experiment
remains for future work.

2.2 The Hose Model
As shown in Section 4, there are several models to implement
bandwidth guarantees in cloud computing setups. We have chosen
to implement the older Hose Model [8], due to its simpler design
and flexibility: in our use-case of emulating real-world setups, we
want to provide VMs with bandwidth guarantees given by the
distributions in Figure 1.

In the hose model (Figure 2), the VM cluster is connected to a
virtual switch that guarantees, for each endpoint (i.e., VM) a certain
egress and ingress bandwidth. Therefore, using the aforementioned
bandwidth distributions, we only have to specify the pair of (egress,
ingress) guarantees for each VM in the cluster. To implement the
hose model in our setup, we use VM-based rate-limiting achieved
through the Linux tc [13] tool.

2.3 Big Data Workloads
We selected a number of six big data applications from the Hi-
Bench [12] suite: Wordcount, Sort, Terasort, K-Means, Bayes, Pager-
ank. Table 1 presents the resource usage characteristics of these
workloads. We characterize these applications in terms of CPU,
Disk, Memory and Network utilization, using three increments
low (1%-30% utilization), moderate (31%-60% utilization), and high

HotCloudPerf Workshop ICPE’18 Companion, April 9̶–13, 2018, Berlin, Germany

114



(61%-100%). This characteristics are determined from both the Hi-
Bench [12] study and our own empirical analysis. We consider these
workloads representative for a wide range of big data applications,
as they cover a wide spectrum of resource utilization combinations.
The HiBench data size parameter is set to large. Experimenting
with larger problem sizes remains for future work.

2.4 Experimental Workflow
The logical workflow of our experiments is as follows. We deploy
16 VMs in our OpenNebula cluster. Then, we limit the VMs network
bandwidth according to each of the eight bandwidth distributions
depicted in Figure 1. For each bandwidth setup, we run the six big
data applications. Each application is executed 10 times, and we
record average running times and the standard deviation. The six
big data workloads are run on top of Spark [40], a widely-used
in-memory cluster computing engine, which extends the classical
MapReduce model with a very expressive and extensive API.

2.5 Hardware and Software Platforms
We perform our experiments on the local DAS-4 cluster [2]. Each
compute node is equipped with a dual-quad-core Intel E5620 2.4
GHz CPUs and 24GB memory. The nodes are connected by a com-
modity 1Gb/s Ethernet and a Quad Data Rate (QDR) InfiniBand
providing a theoretical peak bandwidth of 32Gb/s. Since the eight
bandwidth distributions presented in Figure 1 contain values of at
most 1Gb/s, in our experiments we use the 1Gb/s Ethernet.

To provision the VMs, the DAS-4 cluster runs OpenNebula [25].
The VMs run Spark 2.0.2, Hadoop 2.7.3, and HiBench 5.0. For our
experiments, we provision 16 VMs, each equipped with 8 virtual
cores, 20GB memory, and a 30GB disk. For our experiments, each
node runs a Spark worker that uses 7 virtual cores (1 virtual core
is reserved for the operating system) and 18GB memory (2GB are
reserved for the operating system).

3 EXPERIMENT RESULTS
In this section we present the results of our study. Using the exper-
imental platform introduced in Section 2, we run six real-world big
data workloads on eight real-world cloud bandwidth distributions.
Our main findings are:

(1) Our experimental framework is effective in emulating band-
width variability for the provisioned VMs.

(2) Network-bound workloads (e.g., Sort, Terasort) are impacted
most by bandwidth variability (up to 1.79 slowdown).

(3) Even CPU-bound applications (e.g., Wordcount, K-means)
exhibit significant slowdowns (up to 1.48 slowdown).

(4) Generally, the more variable setups generate more variance
when repeatedly performing the same experiment.

3.1 Validating the Emulated Setup
We first assess whether our hose model implementation is able
to emulate the eight cloud bandwidth distributions. We conduct
experiments using the Linux iperf [34] tool. We set pairs of VMs to
communicate using four different bandwidth values. Figures 3(a)-
3(d) show the achieved bandwidth of a virtual machine when its
network traffic is limited to bw ∈ {200, 400, 800, 1000} Mb/s. We
notice that the achieved values are, in practice, slightly lower than

the theoretical limitation. However, this is an expected behaviour
and it is important to notice that the difference is always below
10%.

3.2 The Implications of Network Variability on
Big Data Workloads

We run the six big data workloads on the eight bandwidth dis-
tributions. We compare the results achieved with a setup where
the bandwidth is not limited, and thus can make use of the entire
1Gbps the system can achieve. Figure 4 plots the results. For each
application and bandwidth distribution we made 10 repetitions. We
plot the average runtime of each of the six application, and we also
report the variability range.

We find that the more network-bound workloads (i.e., Terasort,
Sort) are not only slower than in the homogeneous setup, but also
exhibit more variability between runs, as shown by the range of
the error bars. As expected, the distributions that contain lower
bandwidth values (A, D, F, H) give the slowest average running
times for each of the six workloads.

We quantify the average slowdown induced by the network vari-
able bandwidth distributions. The results are depicted in Figure 5.
All applications are slowed down by 7 out of 8 scenarios. The only
distribution that does not slow down any application is C. This is an
expected result, as 75% of its bandwidth values are clustered close
together in an interval between 950 Mbit/s and 850 Mbit/s, there-
fore having low variability. Furthermore, we find that distributions
A and D generate the largest slowdowns. These two distributions
contain the smallest bandwidth values and also a large amount of
variability. It is interesting to notice that the distributions with a
median value higher than 500 Mbit/s (B, F, G, H) generate small,
but still significant slowdowns.
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(a) Bandwidth limit = 200 Mbit/s
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(b) Bandwidth limit = 400 Mbit/s
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(c) Bandwidth limit = 800 Mbit/s
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(d) Bandwidth limit = 1000 Mbit/s

Figure 3: VM achieved bandwidth when network link is lim-
ited to bw ∈ {200, 400, 800, 1000}.
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Figure 4: Average Runtime for Wordcount (a), Sort (b), Tera-
sort (c), Naive Bayes (d), K-Means (e), and Pagerank (f) when
deployed on the eight bandwidth distributions and a 1Gbps
homogeneous setup.
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Figure 5: Application Runtime Slowdown forWordcount (a),
Sort (b), Terasort (c), Naive Bayes (d), K-Means (e), and Pager-
ank (f) when deployed on the eight bandwidth distributions.
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Table 2: Maximum slowdown per application.

Application Maximum
Slowdown

Bandwidth
Distribution

Wordcount 1.61 A
Sort 1.51 D

Terasort 1.79 A
K-Means 1.48 D
Bayes 1.14 A

Pagerank 1.07 A

Finally, we quantify the maximum slowdown per application.
Table 2 depicts the results. Themaximum slowdown ranges between
1.07 (Pagerank) and 1.79 (Terasort). It is clear that the most slowed
down application is the most network-bound. However, even the
more CPU-bound applications, such as K-Means, or Wordcount
suffer from significant performance degradation. Moreover, the two
slowest bandwidth distributions (e.g., A and D) generate the largest
amount of slowdown.

In [26], Ousterhout et al. show that networks are generally not
the bottleneck when running big data applications. Our study com-
plements such results by providing empirical evidence that network
variability has performance variability implications. Therefore, even
though network is not necessarily a bottleneck for big data work-
loads, the absence of predictable network performance also implies
the absence of predictable application performance.

4 RELATEDWORK
In this section we discuss results and studies related to our work.We
identify two categories: (i) literature that quantifies and assesses net-
work variability in clouds; (ii) models for providing infrastructure-
level solutions to achieving predictable network performance; (iii)
literature that addresses the problem of scheduling various types
of workloads in datacenters with heterogeneous network links.

4.1 Network Variability in Cloud Datacenters
Many studies [3, 14, 17–19, 27, 31, 36, 41] have already assessed
the performance variability of cloud datacenter networks. Cloud
vendors offer little to no guarantees when it comes to the network.
The main finding of the work in this category is that network per-
formance is highly variable, in terms of both latency and bandwidth.
The latter’s performance varies in some instances by even a fac-
tor or 5 or more. Moreover, both TCP and UDP performance are
similarly impacted.

4.2 Bandwidth Guarantees in Datacenters
Motivated by these findings, there are many approaches [3, 5, 9, 22,
29, 30] to solve the variability problem at the datacenter infrastruc-
ture layer.

Distributed Rate Limiting [29] (DSL) imposes an overall limit
on the sum of the traffic generated by all of the sites for a given
tenant (if the tenant has VMs in multiple sites). The core focus of
DSL is to support flat-rate, rather than usage-based pricing, and to
allow a given service some flexibility in how it allocates the total
bandwidth among its VMs.

GateKeeper [30] focuses on providing predictable performance.
It attempts to provide each tenant the illusion of a single, non-
blocking switch connecting all VMs. Each VM is given guaranteed
bandwidth, specified per-VM, into and out of this switch. Further-
more, Gatekeeper uses hypervisor-based rate limits, and a feedback-
based mechanism to prevent remote VMs from sending more traffic
to a VM than it is allowed to receive.

Oktopus [3] is an implementation of the Virtual Oversubscribed
Cluster (VOC) model, using hypervisor-based rate limiters together
with an algorithm for placing VMs to meet the requested bandwidth
demands (or to reject requests that cannot bemet.) Because Oktopus
relies on VM placement, it could introduce some delays associated
with moving VMs as workloads change.

ConEx [5] is a model which focuses on the amount of congestion
that each tenant imposes on the network, based on the intuition that
a tenant’s network load that does not create congestion does not
interfere with other tenants. Tenants purchase congestion-bit-rates,
which represent congestion allowances for that tenant. ConEx uses
ECN support from switches to measure congestion, and hypervi-
sor rate-limiters to ensure tenants do not cause more congestion
than they have purchased. The ConEx proposal requires users to
express their requests in terms of congestion allowances instead
of bandwidth guarantees, and hence, it could be hard to provide
predictable behavior.

SecondNet [9] is a Virtual Data Center (VDC) abstraction with
three service models: type-0 service guarantees bandwidth between
pairs of VMs; type-1 service provides ingress/egress guarantees
for a specific endpoints; other traffic is treated as best-effort. An
endpoint can be an entire VM, or a TCP/UDP port on a VM.

4.3 Adapting to Network Heterogeneity
We identify several approaches to adapt Hadoop-based ecosystems
to heterogeneous networks [16, 28, 39, 41]. Such work involves
either a software-defined networking solution to improve MapRe-
duce scheduling, online profiling of tasks, or speculative task re-
execution.

The problem of adapting to network heterogeneity has also
been treated for scientific applications [20] and workflows [6, 35].
Such work involves heuristic scheduling techniques and online
task profiling, and skewed data distribution for in-memory storage.
Furthermore, for cloud-based graph-processing [7], a bandwidth-
aware graph partitioning scheme is deployed to improve graph
algorithm runtimes.

5 CONCLUSION & FUTUREWORK
Current public clouds suffer from significant network bandwidth
variability, due to co-location, congestion and even virtualization
overheads. Big data applications are increasingly deployed at mas-
sive scale on cloud infrastructure. However, big data processing
systems are designed for homogeneous systems (e.g., private clus-
ters), which are not plagued by resource variability.

Therefore, deploying big data applications on clouds raises the
problem of unpredictable performance. In this work, we take a step
towards understanding the performance of big data workloads on
cloud setups with variable network bandwidth. To this end, we
emulate eight real-world cloud bandwidth distributions on which
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we run six real-world big data workloads. Our main finding is that
even though the most impacted workloads are the network-bound
ones, the workloads bound on other types of workloads are also
slowed down significantly.

For future work we plan to extend the set of experiments to
more types of modern big-data workloads, such as Spark SQL and
streaming applications. Furthermore, our ambition is to build a per-
formance prediction model for big data applications on bandwidth-
variable cloud datacenters and to build a scheduler that takes vari-
ability into account to reduce application slowdowns.
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