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ABSTRACT 
The emergence of large-scale software deployments in the cloud 
has led to several challenges: (1) measuring software performance 
in the data center, and (2) optimizing software for resource 
management. This tutorial addresses the two challenges by 
bringing the knowledge of software performance monitoring in 
the data center to the world of applying performance analytics. It 
introduces data transformations for software performance metrics. 
The transformations enable effective applications of analytics. 
This tutorial starts with software performance in the small and 
ends with applying analytics to software performance in the large. 
In software performance in the small, it summarizes performance 
tools, data collection and manual analysis. Then it describes 
monitoring tools that are helpful in performance analysis in the 
large. The tutorial will guide the audience in applying analytics to 
performance data obtained by common tools. This tutorial 
describes how to select analytical methods and what precautions 
should be taken to get effective results. 

CCS Concepts 
• Computer systems organization �  Architectures �  
Distributed architectures • Software and its engineering �  
Software organization and properties �  Extra-functional 
properties �  Software performance. 
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1. INTRODUCTION 
The tutorial will guide the audience in applying analytics to 
performance data obtained by using mostly freely downloadable 
tools. This tutorial describes how to select analytical methods and 
what precautions should be taken to get effective results. The 
following is the outline of the tutorial. 
(1) Software Performance Analytics: Past, Present and Future 

(2) Software Performance 101  
(3) Introduction to Analytics 
(4) Putting it together: Applying analytics to software 

performance in the cloud and data centers 
We started with a brief overview of the classic text on 
Introduction to Algorithms [9]. Then we moved on to a set of 
common systems performance tools [12]. To put them together on 
computer servers running nowadays, we applied knowledge gain 
from the classic text on Computer Architecture: A Quantitative 
Approach [11]. We put together the knowledge of software 
performance analysis [4]. We also coached performance engineers 
0 in using a set of mostly freely available tools and a massive 
amount of data that need to be analyzed [6][8] together on a 
modern computer server running multiple processes. We applied 
design of experiments [7] to aid computer performance analysis. 
We used a collection of scripts to process and analyze the data. 
Among them, R becomes a cornerstone of our analysis process. R 
is a great statistics tool. But to deal with the vastly different 
computer performance data sources, we found Advanced R [10] 
comes in handy in bring analytics together. As this tutorial is 
targeting software performance engineers, this paper will cover 
some details of analytics. The full tutorial will cover details of 
putting software performance and analytics together. 

2. ANALYTICS  
Statistical techniques have been applied in many areas of 
computer performance measurement, such as designing 
experiments and simulation, analyzing, predicting and optimizing 
performance. Owing to the stochastic nature of computer systems, 
measuring performance is prone to noise and experimental errors. 
The field of statistics provides a rich set of tools and techniques to 
effectively deal with such noise and errors, allowing one to obtain 
meaningful measurements. This section will focus on one key 
application of statistical analysis the anomaly detection, and two 
methodologies (univariate and multivariate analysis), which have 
been deployed in many data center management.   

2.1 Univariate Analysis 
The selection of anomaly detection methods depends on different 
data situations such as the distribution, degree of skewness and 
sample sizes. This section reviews several univariate methods.  
3.1.1 Parametric Method. One simple classical approach to 
screen outlier is to use the Standard Deviation (SD) method. It is 
defined as any observations beyond two or three SD above and 
below the mean of the observations may be considered as outliers. 
This is based on the assumption that the data follows a parametric 
distribution. According to Chebyshev inequality, if a random 
variable X with mean u and variance exists, no more than 1/k2 of 
the distribution's values can be more than k standard deviations 
away from the mean- 𝑃 (|𝑥– 𝜇| >= 𝑘𝜎)  <=  1/𝑘! .The 
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inequality has great utility because it can be applied to any 
probability distribution in which the mean and variance are 
defined, and enable us to determine the likelihood of having 
extreme values in the data. It is limited in that it only gives the 
smallest proportion of our data within k standard deviations of the 
mean. For instance, at least 75%, 89% and 94% of the data are 
within 2, 3, 4 standard deviations of the mean, respectively.  
Another similar univariate method that can be used to screen data 
for outliers is the Z-Score, using the mean and standard deviation.  
𝑍! =  !!! !

!"
 ,𝑤ℎ𝑒𝑟𝑒 𝑥!  ~ 𝑁 𝜇,𝜎!  and sd is the standard deviation 

of data. When X follows a normal distribution, Z-scores that 
exceed 3 in absolute value are generally considered as outliers. It 
presents a reasonable criterion for identification of the outlier 
when the sample size is larger than 10. However, this method can 
be affected by extreme values and cause a masking problem, i.e., 
the less extreme outlier go undetected because of the most 
extreme outliers, and vice versa. To avoid this problem, the 
median and the median of the absolute deviation of the median 
(MAD) are employed in modified Z-Score (𝑀! =  !.!"#$ (!!! !)

!"#
) 

where MAD = median | 𝑋! −  𝑥|}, 𝑥 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑎𝑚𝑝𝑙𝑒 𝑚𝑒𝑑𝑖𝑎𝑛. The 
observations are suggested to be labeled as outliers when |Mi| > 
3.5 through the simulation based on pseudo-normal observations 
for sample size larger than 10.   
3.1.2 Non-parametric Method – Tukey’s univariate boxplot. In 
parallel with robust statistics, practical methods for analyzing data 
evolved known as Exploratory Data Analysis (EDA). It is 
common to consider Tukey’s schematic boxplot as an informal 
test for flagging the existence of outliers. A significant feature of 
this method is that it does not assume an underlying probability 
distribution for the data and therefore is flexible in practical 
settings. The Tukey univariate boxplot is specified by five 
parameters: the two extremes, the upper Q3 (75th percentile) and 
lower Q1 (25th percentile) quartiles and median. Data outside the 
outer fences (Q1 – 3 IQR, Q3 + 3 IQR) are considered to be 
extreme outliers. Tukey’s boxplot method is quite effective for 
large data set without any prior assumption of data distribution.  

2.2 Multivariate Analysis  
Even though statistical tests are quite powerful under well-
behaving statistical assumptions such as distribution assumption, 
most distributions of real-world data may be unknown, or may not 
follow specific distributions, or include correlated features.  
The common multivariate anomaly detection has been deployed in 
many data centers management to offline fixed threshold using 
training data- such as Multivariate adaptive statistical filtering 
(MASF) maintain a separate threshold for data segmented and 
aggregated by time [1]. With the increasing complexity of 
performance data, real-time detection have been proposed as 
opposed to traditional methods that rely on static profiling or 
limited sets of historical data.  
These online algorithms can be categorized into three groups. 1) 
Time series analysis. This becomes quite popular for continuous 
performance monitoring system used widely in cloud data centers, 
such as monitoring spikes in user engagement on the data 
platform, and detecting anomalies in system metrics after a new 
software release [2]. 2) Statistical learning: This includes a 
combination of Tukey method and the multinomial goodness-of-
fit test using the Relative Entropy statistic. This approach has 

demonstrated sufficient accuracy and effectiveness for monitoring 
and detecting the 'anomaly' in performance data from production 
environment to data captured from multi-tier web applications 
running on server class machines [3]. 3) Cluster analysis: Outliers 
can be detected using distance/density measures where objects 
that are at a substantial distance from any other cluster are 
considered as outliers. Many clustering algorithms- KMeans, 
Hierarchical clustering algorithm, and Density-Based Clustering 
have been utilized in anomaly detection of cloud data center.  
With the data center environment increasing in scale and 
complexity, these machine-learning algorithms enable automating 
the detection of suspicious anomalies in a responsive and accurate 
manner.  
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