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ABSTRACT

This paper presents an empirical approach to measuring and modeling the energy consumption of multicore processors. The modeling approach allows us to find a breakdown of the energy consumption among a set of key hardware components, also called HW nodes. We explicitly model the front-end and the back-end in terms of the number of instructions executed. We also model the L1, L2 and L3 caches. Furthermore, we explicitly model the static and dynamic energy consumed by the the uncore and core components. From a software perspective, our methodology allows us to correlate energy to the executed code, which helps find opportunities for code optimization and tuning.

We use binary analysis and hardware counters for performance characterization. Although, we use the on-chip counters (RAPL) for energy measurement, our methodology does not rely on a specific method for energy measurement. Thus, it is portable and easy to deploy in various computing environments. We validate our energy model using two Intel processors with a set of HPC codelets, where data sizes are varied to come from the L1, L2 and L3 caches and show 3% average modeling error. We present a comprehensive analysis and show energy consumption differences between kernels and relate those differences to the algorithms that are implemented. Finally, we discuss how vectorization leads to energy savings compared to non-vectorized codes.

CCS Concepts

• Computing methodologies → Modeling methodologies; • Hardware → Power and energy; • Computer systems organization → Multicore architectures;
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1. INTRODUCTION

Power or energy models are widely used in the context of dynamic power management and DVFS controllers [1, 3, 22]. They can serve as a tool to dynamically find hardware (HW) parameters that are best suited for a given workload in a computing system. Accurate power and energy modeling of HW are also important components for software (SW) development tools and HW/SW codesign tools [11, 12]. Generally, one needs a model in which power or energy is related to the amount of each HW resource used in a given computation. We define HW resources (called HW nodes) as HW components that can enhance the overall performance. This allows expression of system or subsystem power or energy as the sum of individual HW node contributions, so for each computation the contributions of each node can be understood. This paper gives a general procedure for generating such models by iteratively refining high-level measurements down to lower-level HW details, and in the limit to individual operations and instructions.

Our methodology is portable, as we rely on HW counters for performance and energy measurement, which are available on most modern general purpose processors. In this paper, we apply our methodology to estimate energy consumption for multicore processors. We use the Running Average Power Limit [5, 10] (RAPL) interfaces for energy measurement and estimation. As we focus on Intel microprocessors, such HW interfaces are provided to estimate the core and uncore energy. Although errors are observed in such HW estimates [9, 16], it allows us to deploy and apply our methodology in various computing environments without the need for physical HW probes. If physical HW probes or an accurate high-level simulator were available for such, our methodology could be applied directly to those physical energy measurements. The general procedure incrementally produces as much detail as can be isolated by microbenchmark measurements and HW counters. The two key parameters in our model are static power and dynamic energy consumption. We give lumped static power estimates for core and uncore, as well as dynamic energy contribution down to low-level nodes.
The paper discusses our overall methodology and validation of the model, as well as some observations about the results. These include comparisons of two HSW microprocessors, comparison of numerical codelets, and relative energy consumption of scalar, SSE and AVX vector versions of each codelet. This allows one to understand problems with a HW design, e.g. which nodes are most important to improve in a new system for a given workload. Also, the results can be used in SW development tools to understand what changes to make to each codelet to improve its overall energy or performance/energy ratio for an existing system.

The main contributions of the paper are:

1. A way of separating static and dynamic power at the level of the core and uncore:
   - (a) Using clock modulation [10] to estimate static power of the core. Unlike DVFS, clock modulation allows us to vary frequency while voltage is kept constant.
   - (b) Using multicore runs to estimate uncore static power. This allows us to vary the number of active vs non-active cores. When all cores are non active (deep C-States [10]), their voltage is set to zero, exposing the uncore power consumption.

2. A general iterative model that starts with high-level energy and performance measurements and derives lower level node energy information by a series of micro-benchmarking steps:
   - (a) Dynamic energy breakdown among all key HW nodes, including those impacting performance.
   - (b) Multi-step methodology allowing isolation of the energy contribution of all modeled HW nodes.

3. Energy comparison:
   - (a) Low level analysis of energy consumption by different codelets.
   - (b) Instruction set comparison.
   - (c) Architectural comparison.

This paper is organized as follows. Section 2 presents our experimental setup and measurement methodology. Section 3 motivates our energy modeling work. Section 4 describes the different steps of our energy modeling methodology. Section 5 presents our experimental results. Section 6 presents some background on energy modeling. Finally, Section 7 gives our conclusions/perspective.

2. EXPERIMENTAL SETUP

2.1 Hardware platforms

For our evaluation, we use two Intel test platforms, one is a server machine and the other is a workstation/client. The two machines exhibit differences in terms of the maximal supported clock frequency and the size of the L3 cache.

- **Haswell** client machine (HSW-CL). The machine consists of a single **Xeon** E3-1270 v3 processor. The processor has 4 cores running at 3.5 GHz maximal non-turbo frequency. The four cores share an L3 cache of 8 MB. In each core, the L1 instruction cache size is 32 KB, the L1 data cache size is 32KB and L2 cache size is 256KB. The process technology is 22 nm.

- **Haswell** server machine (HSW-SE). The machine consists of a single **Xeon** E5-2630 v3 processor. The processor has 8 cores running at 2.4 GHz maximal non-turbo frequency. The eight cores share an L3 cache of 20 MB. In each core, the L1 instruction cache size is 32 KB, the L1 data cache size is 32KB and L2 cache size is 256KB. The process technology is 22 nm.

2.2 Measurement methodology

To ensure the predictability and the reproducibility of our results [17], we turned off Hyper-Threading (HT) and Turbo-boost (TB) in all our experiments. We also fixed the CPU frequency in each processor to the maximal non-Turbo frequency using the Linux *user space* governor. Consequently, we prevent the OS/HW from changing the frequency at runtime. Because prefetch can help or hinder performance across codelets, for simplicity, we only run experiments with prefetch off. While turning on Hyper-Threading and HW prefetch does not limit the applicability of our methodology, turning on Turbo-boost on can be a challenge for any modeling methodology as voltage and frequency are dynamically varied by the HW depending on various runtime parameters without being fully exposed to the OS and applications. Though our modeling approach includes multicore training runs, this paper presents only uncore validation results and leaves multicore validation for future work.

To build the energy model, we created a set of dedicated assembly micro-benchmarks to stress various HW components. As for model validation, We run a set of kernels that we call codelets. They are extracted from numerical recipes (NR) [19, 20], where many families of algorithms are represented: Linear Algebraic Equations, Eigensystems, Fast Fourier Transform and Partial Differential Equations. All the codelets were carefully selected and they cover a wide range of performance and code structure characteristics [19]: single, double and mixed precision data, non-vectorized, partially vectorized and fully vectorized, 1D and 2D loops, 1D and 2D arrays, unit stride and non-unit stride memory accesses. There are also scalar, vector-vector, matrix-vector and matrix-matrix types of computations. For each codelet, we can control the data sizes, so we picked data sizes that fit the L1, L2 and L3 caches.

The codelets were compiled using the **Intel ICC** compiler version 15.0.0. In order to study the relationship between vectorized code and energy efficiency, we created three versions of each codelet whenever possible.

- **Scalar SSE** (SC). Each codelet is compiled using the -O3 -xSSE4.2 -no-vec flag. The compiler generates pure scalar code using SSE4.2 instructions (the -no-vec is necessary for codelets where the compiler can generate vector code by default).

- **Vector SSE** (SE). Each codelet is compiled using the -O3 -xSSE4.2 flag. The compiler generates vectorized code using the SSE4.2 instruction set.

- **Vector AVX** (AVX2) Each codelet is compiled using the -O3 -xcore-avx2 flag. The compiler generates vectorized code using the AVX2 instruction set.

There are 26 NR codelets, 19 are vectorizable and 7 are purely scalar. As we can use the -no-vec flag, we can generate a total of 26 SC,19 SSE, 19 AVX2 codelets. So we used a total of 64 codelets in our experiments.
For energy measurements, we use the RAPL [10] interfaces present in each of our processors. They are a set of non-architectural HW counters used for power management like power limiting. Depending on the platform type (client or server), these interfaces are organized into multiple domains: the package (PKG), the cores (PP0), the graphics (PP1) and the memory domain (DRAM). In our paper, we use only the energy measurement capability of RAPL and focus on the PKG domain. The PKG domain estimates energy for all the chip including all cores and uncore components. While we rely on RAPL, our methodology is not bound to such interfaces. If physical HW probes for energy measurement were available, then our methodology could be applied directly to those physical energy measurements.

We use multiple metrics to express performance, power and energy. We express performance rate as computational capacity $C[\text{operations/second}]$ (we also use flop in place of operation), power as $W[\text{Watts}]$, and energy as $E[\text{Joules}]$, $E[\text{Watt-hour}]$. As we deal with fine grained codelets, we also express $E$ in milli-Joules (mJ) or nano-Joules (nJ). The quality of a computation (a codelet running on an architecture) can be expressed in many ways and we use the quality metrics: $C$, $C/W$ and $C/E$ [4, 7]. $C/W$ expresses a traditional HW metric $C/W[\text{operations/energy}] = O/E$, and $C/E$ is a traditional system-level metric expressed as $C/E[\text{perf/operating cost}]$. While traditional metrics are sometimes the reciprocals of these, we prefer graphs in which higher is better.

3. MOTIVATION

Unlike many research efforts [1, 3, 22], we focus on energy modeling instead of power because energy exhibits much more variation than power. We focus on energy because its dynamic range is much greater than the power range (numerically), as shown in Figure 1. Figure 1 illustrates why we consider energy instead of power. It also shows similarity and monotonic order of total energy $E$ and power $W$ measurements of all NR codelets regardless of the instruction set. While this data is related to measurements on HSW−CL, the same conclusions result from measurements on HSW−SE.

Figure 1 shows that while $E$ has an approximate range of $45X$, power has only an approximate range of $1.4X$ between the observed minimal and maximal power consumption values. Although, these codelets were run with data sizes chosen to come from the L3 cache, one may think that it is unfair to compare energy values of different codes as these codelets implement various algorithms with various operation counts. To tackle this issue, Figure 2 compares normalized energy values against performance numbers for all NR codelets. We make clear distinction between codelets that belong to each instruction set category: SC, SSE and AVX. On one side, the y-axis reports the $E/O$ metric which represents the energy necessary to perform one floating point operation. In fact, $E/O = W/C$, so energy per operation is equivalent to the ratio of power by performance. The x-axis shows performance $C$ and it is expressed in terms of GFlops.

These normalized metrics allow comparing multiple codelets. Figure 2 also shows that there is wide range between $E/O = W/C$ values on one hand, and $C$ values on the other one. In fact, $W/C$ exhibits a $60 X$ range and $C$ exhibits an $80 X$ range. Furthermore, the hyperbolas fitted to each instruction set show less than 1 watt separating the SC, SSE and AVX2 instruction sets (see equation numerators in Figure 2), where the SSE curve is slightly above SC, and AVX2 is slightly above SSE. This suggests that an energy model more easily exhibits codelet differences than a power model.

4. ENERGY CONSUMPTION ESTIMATION

The idea behind our modeling approach is to identify key HW components that impact performance and lead to observable energy consumption. Once these HW nodes are identified, it is possible to associate energy weights proportionally to their usage. The profiling information about HW node usage can be obtained using static and dynamic analysis. Static analysis is performed on the extracted assembly code using the MAQAO [15] framework. It allows us to obtain metrics about the mix of instructions that are executed. Dynamic analysis relies on hardware performance counters and allows us to collect the memory traffic while executing a code. Memory traffic can be defined as the cache line movement between the L1 and L2 caches on one hand, and between the L2 and L3 caches on the other hand.

4.1 Modeled HW nodes

We consider that a CPU consists of a set of cores, each with private L1 and L2 caches and an uncore component.
The uncore is shared between all the cores and it includes the L3 cache. Moreover, each core consists of a front-end for instruction decoding and a back-end for instruction execution. As we target HPC codes composed of multiple loop-nests, we can classify the modeled HW nodes into four main categories: floating-point execution units (FPU), integer execution units (INT), front-end (FE) and memory (Caches), all modeling the dynamic energy of a CPU.

- **FE nodes.** This class models the front-end stage. It consists of a single node that models the energy consumption when issuing micro-ops or instructions from the front-end to the back-end.

- **INT node.** This is a single node that models the energy consumption when executing integer instructions, e.g. used in the control flow of loops.

- **FPU nodes.** This class represents mostly floating-point operations that are executed in the back-end (dispatch). The modeled nodes/operations are ADD, MUL, DIV and FMA. For all of these, a distinction is made in terms of the number of bytes processed by each instruction, e.g. we model ADD32, ADD64, ADD128 and ADD256. This class has a total of 17 nodes.

- **Cache nodes.** This class models memory traffic between the core and the hierarchy of memory caches. First, we model L1 nodes representing the energy consumption of executing memory loads (LD) and stores (ST) in the L1 cache. There are four LD and four ST nodes; each captures the energy consumed when varying the data width of operations (32, 64, 128 or 256 bits). Next, are the L2 and L3 node. The former models the energy consumption for the data movement between the L1 and L2 caches. The latter models the energy consumption of cache line movement between the L2 and L3 caches. Both account for read and write traffic.

Besides the nodes that model the dynamic energy, we also explicitly model the static energy that is consumed in the uncore and in the core. The static energy of the core is a single quantity that accounts for the OoO engine, FE logic, execution units, plus the L1 and L2 caches. The static energy of the uncore on the other hand covers the L3, IMC and other components.

### 4.2 Modeling methodology

To precisely isolate the energy contribution of each modeled HW node, we rely on an incremental methodology. As depicted in Figure 3, we distinguish two main steps: 1) static energy ($E_{\text{static}}^{\text{core}}$) estimation and 2) dynamic energy ($E_{\text{dynamic}}^{\text{core}}$) estimation. Consequently, we express the total energy using Equation 1.

$$E_{\text{CPU}} = E_{\text{static}}^{\text{core}} + E_{\text{dynamic}}^{\text{core}} \quad (1)$$

For the static energy, we first model the static energy of the uncore $E_{\text{static}}^{\text{uncore}}$, then we model the static energy of each active core $E_{\text{static}}^{\text{core}}$. For a given codelet, dynamic energy consumption represents the aggregate energy of all the HW nodes that are stressed while running that codelet. As discussed in Section 4.1, we consider FE, INT, FPU and cache nodes to model the dynamic energy of a CPU.

All of the steps we follow rely on a set of dedicated micro-benchmarks written in assembly code to stress the various HW components that we want to model. Using this methodology, we believe that we can find a breakdown of the energy consumption of any workload, regardless of the measurement method. For example, we use the RAPL interface to measure total energy consumption, but energy measurements using physical probes or simulation numbers could be used.

![Energy modeling diagram](image)

#### 4.2.1 Static energy estimation

Instead of estimating directly the static energy, which is workload dependent, we estimate the static power $W_{\text{CPU}}^{\text{static}}$ of a multicore processor is modeled using Equation 2. The static energy of a workload can be computed as the product of the static power $W_{\text{CPU}}^{\text{static}}$ and the measured time duration $T$ of the workload (Equation 3)

$$W_{\text{CPU}}^{\text{static}} = \text{ActiveCores} \times W_{\text{core}}^{\text{static}} + W_{\text{uncore}}^{\text{static}} \quad (2)$$

$$E_{\text{static}}^{\text{CPU}} = W_{\text{CPU}}^{\text{static}} \times T \quad (3)$$

While we rely on varying the number of active cores to estimate the static power of the uncore, we rely on the duty cycle modulation [10] feature to estimate the static power of the core. Duty cycle modulation also called T-states\(^2\) is a mechanism for active power management available on Intel processors starting from Pentium 4. It is a throttling mechanism used to modulate processor core frequency, mainly for T-states refer also to thermal states.
thermal management techniques. Duty cycle modulation allows processor power and temperature reduction by lowering core activity to some predefined level.

**Static power of the uncore.** To estimate $W^{\text{static}}_{\text{uncore}}$, we run a pure floating-point code (no memory accesses). By excluding memory accesses, we avoid having dynamic power consumed by L1, L2 or L3 accesses. Consequently, the total power consumed by the chip consists of $W^{\text{static}}_{\text{uncore}}$, $W^{\text{static}}_{\text{core}}$ and $W^{\text{dynamic}}_{\text{core}}$. We can then measure the total power consumption of the chip while varying the number of active cores that run the same FP code simultaneously. We model the static power of the uncore using Equation 4. $W^{\text{static}}_{\text{uncore}}$ is estimated as the intercept of the simple linear regression when the number of active cores equals 0.

$$W^{\text{total}}_{\text{CPU}} = \text{ActiveCores} \times (W^{\text{dynamic}}_{\text{core}} + W^{\text{static}}_{\text{core}}) + W^{\text{static}}_{\text{uncore}}$$  \hfill (4)

![Figure 4: Estimation of uncore static power on HSW-CL](image)

Figure 4 reports the static power of the uncore on the HSW-CL machine when the number of active cores is varied from 1 to 4. We assume that when C-States [10] is enabled and no workloads assigned to the cores (not active), they enter into deep sleep states where voltage is set to 0. We then consider that since all the cores are turned off, the measured power consumption is due to the uncore component. So we define that power as the uncore static power.

**Static power of the core.** Once we estimate the power consumption of the uncore, the second step is to model the static power of the core. We consider that the static power of the core includes all the core logic plus the static power of the L1 and L2 caches. We make two main assumptions. First, to avoid any measurement noise related to memory operations, we use pure FP micro-benchmarks. Second, we run a copy of our designed FP micro-benchmark on all the available cores on the machine simultaneously, to ensure that no core enters deep sleep states that may lead to wrong conclusions about the static power estimation.

If we run codes that do not have memory requests, then the total power of a CPU can be modeled using Equation 5. For a fixed voltage $V$, $\beta(V) = W^{\text{static}}_{\text{CPU}}$ (Equation 5). While $\beta(V)$ expresses the static power of all active cores plus the static power of the uncore as a function of $V$, $\alpha(V) \times F$ expresses the dynamic power of the core in terms of $V$ and $F$. This means that in order to estimate $W^{\text{static}}_{\text{CPU}}(V)$, we need to fix $V$ and vary $F$ such that $W^{\text{dynamic}}_{\text{CPU}}(F, V) = 0$. In the context of our test machines, changing CPU frequency$^3$ leads to $V$ and $F$ being varied simultaneously. To overcome this limitation, we use clock modulation to control the effective frequency $F_{\text{eff}}$ while keeping the voltage constant.

$$W^{\text{total}}_{\text{CPU}} = \alpha(V) \times F_{\text{eff}} + \beta(V)$$  \hfill (5)

From Equation 5, if $F_{\text{eff}} = 0$, then no dynamic power is consumed by the CPU. This means that $W^{\text{total}}_{\text{CPU}} = \beta(V) = W^{\text{static}}_{\text{CPU}}$. From Equation 2, we can compute the static power of each active core using Equation 6. Figure 5 shows an example of how $W^{\text{static}}_{\text{core}}$ is estimated on the HSW-CL machine.

$$W^{\text{static}}_{\text{core}} = \frac{W^{\text{static}}_{\text{CPU}} - W^{\text{static}}_{\text{uncore}}}{\text{ActiveCores}}$$  \hfill (6)

![Figure 5: Estimation of core static power on HSW-CL](image)

Table 1 reports estimated uncore static power values and static power of each individual core on both HSW machines.

| Static power estimated values on the HSW-CL and HSW-SE machines. Values are expressed in terms of nano-Joules/Cycle and in terms of Watts |
|---|---|---|
| Uncore (nJ/Cycle) | HSWE3 (3.5GHz) | HSWE3 (2.4GHz) |
| Uncore (Watt) | 11.97 | 15.72 |
| Per core (nJ/Cycle) | 0.72 | 0.79 |
| Per core (Watt) | 2.52 | 1.89 |

Table 1: Static power estimated values on the HSW-CL and HSW-SE machines. Values are expressed in terms of nano-Joules/Cycle and in terms of Watts

**4.2.2 Dynamic energy estimation**

After estimating static power of each active core and static power of the uncore, we focus on modeling the total dynamic energy. It consists of the sum of energy consumption of all the HW nodes ($N$) that we consider as impacting performance. Equation 7 summarizes the dynamic energy of a CPU. Energy consumption of each individual node is proportional to its usage/activity. For example, instruction/FPU

$^3$CPU frequency change is also called a DVFS pair change.
nodes are modeled in terms of the number of instructions that are executed.

\[ E_{\text{CPU}}^{\text{dynamic}} = \sum_{\text{node}} N E_{\text{node}}^{\text{dynamic}} \] (7)

**FE and INT nodes estimation.** Our first step in modeling dynamic energy consumption is to estimate 1) the FE and the INT nodes. The former models the energy consumption in the FE \((E_{\text{FE}}^{\text{dynamic}})\) in terms of the number of instructions that are issued to the back-end \(I_{\text{FE}}\). The second models the energy consumption \((E_{\text{INT}}^{\text{dynamic}})\) of executing any number of integer loop-control instructions \(I_{\text{INT}}\).

We use Equations 8 and 9 to estimate the energy consumption of the FE and INT components. To evaluate \(E_{\text{FE}}^{\text{dynamic}}\), we create micro-benchmarks where we vary the number of non-operation instructions. Such instructions allow us to isolate the behavior of the FE issue stage. While these instructions are issued by the FE and retired/committed by the back-end, they are not dispatched to execution units/ports. We emulate non-operations by running a set of XCHG %AX,%AX instructions. Similarly, to evaluate \(E_{\text{INT}}^{\text{dynamic}}\), we use a micro-benchmark where we vary the number of executed integer instructions of the kind ADD %RAX,%RCX. These INT instructions stress both the FE and back-end as they are dispatched and use execution ports/units. The linear regression expressed by Equations 8 and 9, allows us to compute the energy for decoding a single instruction \(e_{\text{FE}}\), and energy to execute an integer instruction \(e_{\text{INT}}\).

\[ E_{\text{FE}}^{\text{dynamic}} = e_{\text{FE}} \times I_{\text{FE}} \] (8)

\[ E_{\text{INT}}^{\text{dynamic}} = e_{\text{INT}} \times I_{\text{INT}} \] (9)

**LD, ST and FP nodes estimation.** At this level, we focus on estimating the dynamic energy of executing multiple floating-point and memory (load and store) operations that hit the L1 cache. We cover the cases of operations using 32, 64, 128 and 256 bits data width. For each desired data width, we use a set of micro-benchmarks where various levels of instruction mixes are created. While it is possible to create a specific micro-benchmark for each instruction for which we want to estimate energy, our observations show that having a mix of instructions allows us to accurately estimate the cost of various instructions. In fact, using mixed instruction micro-benchmarks helps to capture the complex interactions arising from the Out-Of-Order execution engine.

For each family of instructions that use a certain portion of the available width, we solve systems expressed by Equation 10. For each instruction \(I \in \{\text{LD, ST, MUL, ADD, DIV, FMA}\}\) with a width \(w \in \{32, 64, 128, 256\}\), we can express its energy by Equation 11.

\[ E_{\text{FPUs}} = \sum_I \sum_w e_{I,w}^{\text{dynamic}} \] (10)

\[ E_{I,w}^{\text{dynamic}} = e_{I,w} \times N\text{bInst}_{I,w} \] (11)

**L2 energy estimation.** Workloads with memory accesses that miss L1 but are L2 hits require modeling these L2 accesses explicitly. To this end, we designed micro-benchmarks composed of a set of strided (64 byte granularity) memory loads and stores. Each access triggers a distinct cache line movement between the L1 and the L2 caches. \(M_{\text{memTr}_{L1}}\), defined as the memory traffic between the L1 and L2 caches.

\[ E_{L2}^{\text{dynamic}} = e_{L2} \times M_{\text{memTr}_{L2}} \] (12)

**L3 energy estimation.** The final step in processor dynamic energy consumption focuses on L3 memory access hits. For model training purposes, we use the same micro-benchmarks as for the L2 training, but we choose data sizes to trigger distinct cache line requests to L3, so all the memory accesses will miss L1 and L2 but will hit L3.

To model the energy consumption for cache line movement between the L2 and L3 caches, we define such traffic as \(M_{\text{memTr}_{L3}}\). We vary the number of distinct cache line requests to L3 while measuring total energy and solve the linear regression (Equation 13) to compute \(e_{L3}\) which is the energy necessary to move one cache line between the L2 and L3 caches. As in L2 modeling, the LHS of Equation 13 is formed by summing over the energy contributions of FE, INT and L1 nodes from the RHS of Equation 7. Figure 6 shows the L2 access energy estimation on HSW−CL when we vary \(M_{\text{memTr}_{L2}}\), the number of cache line requests to the L2 from the L1 cache.

\[ E_{L3}^{\text{dynamic}} = e_{L3} \times M_{\text{memTr}_{L3}} \] (13)

**Energy coefficient for modeled machines.** By applying this methodology, it is possible to assign energy consumption to individual HW node usage. Table 2 reports the

![Figure 6: Dynamic energy estimation of L2 accesses per microbenchmark on HSW−CL](image)

Once we measure the total energy and the number of requests to L2, it is possible to solve a linear regression represented by Equation 12, where \(e_{L2}\) represents the energy consumption regression variable for moving a single cache line between the L1 and L2 caches. Since the micro-benchmarks are composed of memory loads and stores plus loop-control integer instructions, the LHS of Equation 12 is formed by summing over the energy contributions of FE, INT and L1 nodes from the RHS of Equation 7. Figure 6 shows the L2 access energy estimation on HSW−CL when we vary \(M_{\text{memTr}_{L2}}\), the number of cache line requests to the L2 from the L1 cache.
5. VALIDATION AND RESULTS

We evaluated the accuracy of our energy model using the NR codelets with data sizes chosen to run from L1, L2 and the caches. All of our experimental results were obtained by turning the HW prefetcher off. As the range of errors of all codelets is similar regardless of the data sizes that are chosen, this paper discusses only results of L3 data sizes due to lack of space. As we assume uniform consumption among cores, the presented numbers express uncore run results on multicore systems.

5.1 Energy model error prediction analysis

Figures 8 and 9 summarize the errors observed when comparing energy measurement to energy values computed by our model for HSW-SE and HSW-CL respectively. Though both histograms report all the error independently of the used instruction set, we also show median, average, minimal and maximal errors of the SC, SSE and AVX2 codelets. We can make the following observations.

1. When errors are greater than 0, the model underestimates energy consumption, otherwise, the model overestimates energy consumption. While the errors are evenly split around the 0% error point on HSW-SE, they are evenly split around the 3% point on HSW-CL.
2. While the proportion of codelets for which energy is overestimated is less than 20% on HSW−CL, that proportion is less than 44% on HSW−SE though overestimation does not exceed 5% in most cases.

3. On both machines, prediction accuracy varies little across instruction sets. Observed minimal and maximal errors fall in the same range for SC, SSE, and AVX2.

4. On both machines, the model overestimates energy consumption for the same set of codelets, which we can split into two sub groups: 1) unit stride and 2) non-unit stride codelets. All codelets belonging to these sub groups share the same memory access and computation patterns.

5. For this study, while energy underestimation is mainly due to non-modeled instructions (like single to double precision conversion instructions), we believe that energy overestimation is a consequence of the complexity of isolating the energy consumption of each modeled HW node independently.

5.2 Total energy characterization results

We can use the energy model in multiple ways. In this paper, we limit our study to analyze the energy consumption of different codelets on one hand, and differences in energy between different instruction sets on the other hand.

As our codelets were compiled to generate a scalar (SC) and two vector versions (SSE and AVX2), we study the energy efficiency of codelets using the quality metrics of Section 2. Figure 10 reports the average total CPU energy, C/E and C/W for all codelets with the same instruction set on both test platforms. As expected, the more a codelet uses the available vector width, the lower is the energy consumption, and the higher are the ratios C/E and C/W. Figure 10 confirms that vectorization leads to higher performance and lower energy.

Looking at C/E and C/W per codelet and per instruction set in Figures 11 and 12 shows that according to the C/E metric, almost all SSE codelets outperform SC versions by a factor between 2 to 10X. Similarly, except for few codelets, AVX2 outperforms SSE by up to 3X. Though the magnitudes differ, we also observe the same trend in the C/W metric, and all codelets behave similarly on both machines.

As the analysis of C/E and C/W leads to the same overall observations, we focus on C/E and analyze the source of variation between codelets. To do so, we consider SSE code running on HSW−CL. Figure 13 shows the C/E values for each codelet sorted in increasing order. It also shows corresponding C and E values using multiple y-axes.

Table 3 compares the details of 6 codelets selected from Figure 13 for their diversity, arranged in increasing C/E order (over a range of 300X). While high C/E represents an attractive system metric, specific C and E values may vary widely. The table shows a range of 32X for performance and 110X for energy. Table 3 also shows the origin of variations in C and E values. The total amount of arithmetic (flop count), and the performance limiters (one or more nodes whose performance enhancements will enhance total system performance for a given codelet) contribute to performance as does memory activity. While all data sizes were chosen to run from L3, the energy contributions give another view of the HW nodes. Energy comparisons relative to these 6 codelets and absolute node energy relative to a given codelet are shown in the last two columns. Relative and absolute energy contributions of each node are also highlighted in Figure 14.

\[ \text{Figure 11: C/E per codelet and per instruction set on the HSW-SE and HSW-CL} \]

\[ \text{Figure 10: Average total energy (lower is better), C/E (higher is better) and C/W (higher is better) metrics across instruction sets on the HSW-SE and HSW-CL} \]

Svd13 has the lowest C/E value, which clearly arises from both poor performance and high energy because of its dom-
the percentage of dynamic energy will actually increase by a factor proportional to the number of cores used for a multicore run.

5.3 Vectorization analysis results

It is a common belief that vectorization is most likely to lead to better performance and energy savings. Figure 15 shows energy consumption of SC, SSE and AVX2. Codelets are sorted relative to increasing order of SC energy. While the y-axis on the left side reports energy values, the y-axis on the right side reports the ratio of energy between SC to SSE, between SC to AVX2 and between SSE to AVX2.

Clearly, vectorization causes important variations in energy reductions. We observe both extremes, nearly no effect and high energy savings (about 4X). Moreover, as we reported in Figure 10, Figure 15 shows that AVX2 and SSE codelets are 2.2X and 1.6X more energy efficient on average than AVX2 codelets. However, it shows as far as L3 data is concerned that AVX2 codelets are more energy efficient than SSE ones by only 1.3X.

To highlight the HW nodes that benefit most from vectorization in terms of energy, consider the codelets discussed in Table 3. As these codelets exhibit a wide range in E, they are good candidates to illustrate energy efficiency due to vectorization. Table 4 shows the absolute energy contribution
of HW nodes for each of the selected codelets on the HSW-CL machine. Energy breakdown information is provided for each of SC, SSE and AVX2 versions of each selected codelet.

Figure 14: Relative and absolute energy contribution of HW nodes on 6 selected SSE codelets.

Svd11 is among the codelets where vectorization does not lead to energy savings. Svd11 is an LDA (leading dimension access) codelet, where only the arithmetic operations are vectorized. Therefore, it is dominated by memory operations. Since the data size is chosen to come from the L3 cache, its dynamic energy is dominated by L2 and L3 accesses. Consequently, partial vectorization brings neither performance nor energy savings. relax and restrict (like svd11) have a non-negligible number of scalar memory operations, but unlike svd11, these stencil codes also have vectorized memory operations. Consequently, vectorization brings only unimportant energy improvements.

Overall, analyzing the energy breakdown of the 6 codelets allows us to see that except for svd11, both static and dynamic energy are reduced when going from scalar to vectorized codelet. As far as dynamic energy is concerned, Table 4 shows that the dynamic energy of the L2 and L3 caches remains unchanged regardless of the instruction set. This is true as the memory traffic between the L1 and L2 caches and the memory traffic between the L2 and L3 caches remains the same (the same number of cache lines is required to do the computations). In practice, most energy savings are due to the FE, FPU and the L1. This can be explained easily by the fact that these nodes correlate very well with the number of instructions that are executed and vectorized codelets usually lead to lower numbers of instructions than scalar codelets, so energy is reduced accordingly.

Svd11 is among the codelets where vectorization does not lead to energy savings. Svd11 is an LDA (leading dimension access) codelet, where only the arithmetic operations are vectorized. Therefore, it is dominated by memory operations. Since the data size is chosen to come from the L3 cache, its dynamic energy is dominated by L2 and L3 accesses. Consequently, partial vectorization brings neither performance nor energy savings. relax and restrict (like svd11) have a non-negligible number of scalar memory operations, but unlike svd11, these stencil codes also have vectorized memory operations. Consequently, vectorization brings only unimportant energy improvements.

Vectorization is also effective on toep1. However, unlike svb3, toep1 uses double precision elements instead of single. Finally, even a high energy consumption codelet like svd13 benefits from vectorization. In fact, as the L1, FPU and FE energy drop to almost half, its static energy is also reduced in the same proportion due to time reductions from vectorization.

6. RELATED WORK

The need for dynamic power management techniques [1, 3, 22] or HW design trade-offs [13] has motivated many research efforts to develop power and energy models for processors. These models can be classified in terms of whether they rely on some performance metrics (hardware performance counters) or rely on cycle-accurate/RTL simulators.
Architecture-level simulators like McPAT or CACTI-P [13, 14] can provide detailed and accurate information about energy or power consumption of modern multicore processors. However, simulation speed can be a limitation for software tuning and optimization.

To drive power management policies at runtime, many power models were built using hardware performance counters. Similar to our work, the idea is to associate energy weights to activity factors computed using hardware counters that correlate the most with performance. Such approaches are developed in [3, 22] and applied in the context of DVFS controllers to adjust CPU frequency to the demand on the machine. Though useful, these techniques do not provide an accurate distribution of energy among the different HW components or associate energy consumption with code characteristics. As these models rely on general linear regressions, some power or energy coefficients have negative slopes which are meaningless from a physics point of view. Consequently, it is hard to understand and estimate the amount of power or energy that micro-architectural components consume.

Bertran et al. [1] discuss an incremental methodology to build a power model to isolate the power consumption of main CPU components. The proposed model does not make explicit separation between the static and dynamic power consumption. Goel et al. [6] propose a methodology that explicitly separates between dynamic and static power consumption. However, the methodology they follow requires some special boards (overclocked CPU for the gaming community) to model the static power. Such custom HW allows explicit voltage tuning for core and uncore components.

McCullough et al. [18] compare the effectiveness of various power modeling techniques for system components. Like us, they turned off Turbo-Boost and HT. They conclude that CPU power-models can lead to non-negligible prediction errors due to hidden states, and advice to not rely on these models. We agree that parameters that are not explicitly exposed by HW may lead to prediction errors, but unlike their tested modeling techniques, an incremental approach can help isolating the energy contribution of various components compared to single linear or non-linear regressions.

Sahao et al. [21] discuss a methodology where energy consumption is estimated in terms of the mix of vector instructions that are executed on the Xeon Phi processor. In fact, no separation between the various operations is made as the cost of a multiply can be very different from the one for an add operation. Unlike these previous research efforts, we correlate energy consumption to software characteristics like the different instruction sets that the hardware supports. We also make an explicit distinction between static and dynamic energy. This methodology allows us to be more fine grained when associating energy to the generated code.

Other research efforts focused on studying energy efficiency of different HW. Czechowski et al. [4] discuss energy and power improvement for various generations of Intel processors. Gupta et al. [8] study energy efficiency of the un-core component compared to the core component. All these studies focus on hardware and do not provide insight on how effective the HW can be for a particular code.

From a software tuning perspective, Cebrián et al. [2] discuss energy savings due to vectorization using two benchmarks. While they show and confirm that vectorization improves performance while decreasing energy consumption, they do not show which the components benefit the most from vectorization. Thanks to our methodology, we can give a detailed breakdown of energy consumption and drive software tuning to generate better code.

### 7. CONCLUSION

In this paper, we presented a methodology to build linear energy models for multicore processors. Our method starts with high-level energy and performance measurement and drives low-level energy breakdown information among a set of HW nodes. Also, our methodology presents a new way of separating static and dynamic power at the level of the core and the uncore, using the clock modulation feature and a series of multicore runs. Thus, our approach has the ability to associate the energy consumption of various HW nodes to the quality of the generated code, helping developers in the process of code optimization and tuning.

Using a set of codelets, our experimental evaluation shows an average error of 3%, regardless of the test machine, data size (footprint) or the instruction set we use. These results show that our methodology can be the basis of tools to analyze the energy efficiency of hardware and the quality of the analyzed code. We show that while total static energy can be as high as 80%, the static energy of the uncore component can contribute up to 70% (Figure 14). Our numbers suggest that this requires much attention as it is a good candidate for energy consumption reduction.

Using a set of quality metrics, we analyze differences between various codelets and show that HW nodes consuming most energy correlate well with performance limiters. In fact, our method allows us to link energy consumption to various algorithms that are implemented in the codelets we use. We can also show and explain why vectorization using the AVX2 and SSE instruction sets leads to higher performance and lower energy consumption. Though few codelets have similar energy consumption regardless of the instruction set, the general trend shows that AVX2 is more energy efficient than SC or SSE.

Our work has been limited to multicore systems in throughput mode, with prefetch, HT, and Turbo-boost disabled. We plan to extend the model to deal with prefetch and HT on. Since Turbo-boost has hidden HW state activities, con-

<table>
<thead>
<tr>
<th>Codelet</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
<th>SC</th>
<th>SSE</th>
<th>AVX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Svd13</td>
<td>1.7</td>
<td>3.3</td>
<td>1.3</td>
<td>1.0</td>
<td>0.7</td>
<td>0.5</td>
<td>1.2</td>
<td>0.9</td>
<td>0.7</td>
<td>1.5</td>
<td>0.7</td>
<td>0.3</td>
<td>1.9</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.3</td>
<td>0.4</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.3</td>
<td>1.9</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.3</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relax</td>
<td>3.4</td>
<td>4.2</td>
<td>3.9</td>
<td>2.6</td>
<td>2.4</td>
<td>2.0</td>
<td>2.9</td>
<td>2.4</td>
<td>2.0</td>
<td>2.9</td>
<td>2.4</td>
<td>2.0</td>
<td>2.9</td>
<td>2.4</td>
<td>2.0</td>
<td>2.9</td>
<td>2.4</td>
<td>2.0</td>
<td>2.9</td>
<td>2.4</td>
<td>2.0</td>
<td>2.9</td>
<td>2.4</td>
<td>2.0</td>
<td>2.9</td>
<td>2.4</td>
<td>2.0</td>
<td>2.9</td>
<td>2.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Svd11</td>
<td>3.2</td>
<td>3.3</td>
<td>3.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Igoep1</td>
<td>0.5</td>
<td>0.9</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resctr</td>
<td>0.6</td>
<td>0.7</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Svb3</td>
<td>1.2</td>
<td>3.6</td>
<td>2.1</td>
<td>0.6</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.3</td>
<td>0.2</td>
<td>1.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.3</td>
<td>0.2</td>
<td>1.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.3</td>
<td>0.2</td>
<td>1.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.3</td>
<td>0.2</td>
<td>1.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Absolute energy breakdown (mJ) of 6 selected codelets on HSW-CL machine.
trolled measurement and modeling are probably too difficult to do with low, predictable errors. We do plan to extend our methodology to parallel workloads on multicore systems, and to accelerator-like systems.
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