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ABSTRACT
Byzantine Fault Tolerance (BFT) has been extensively stud-
ied and numerous protocols and software prototypes have
been proposed. However, most BFT prototypes have been
evaluated in an ad-hoc setting, considering different fault
types and fault injection scenarios. In this paper, we present
BFT-Bench, the first benchmarking framework for evaluat-
ing and comparing BFT protocols in practice. BFT-Bench in-
cludes different BFT protocols implementations, their au-
tomatic deployment in a distributed setting, the ability to
define and inject different faulty behaviors, and the online
monitoring and reporting of performance and dependabil-
ity measures. Preliminary results of BFT-Bench show the
effectiveness of the framework, easily allowing an empirical
comparison of different BFT protocols, in various workload
and fault scenarios.
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1. INTRODUCTION
Cloud computing environments are now increasingly com-

mon. With their expansion, unpredictable events such ma-
licious attacks, network delays, data corruption, and other
types of Byzantine faults require specific fault tolerance mech-
anisms. Byzantine Fault Tolerance (BFT), based on state
machine replication, consists in replicating the critical ser-
vice in several replicas running on different nodes, and thus,
ensuring service availability despite failure occurrence [15].
When clients access the service, this is done through a spe-
cific BFT communication protocol that ensures that client
requests are processed by replicas in the same order.

There has been a large amount of work on Byzantine Fault
Tolerance (BFT) protocols. Early efforts have explored the
practicality of Byzantine Fault Tolerance, with PBFT pro-
tocol[6]. Other efforts have been made to improve the per-
formance of the protocols and reduce the cost they induce
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due to many message rounds and cryptographic operations.
Thus, some BFT protocols focus on improving performance
in fault-free cases [16, 12, 11, 10, 8, 17], while other proto-
cols improve performance in presence of failures, each one
proposing and applying techniques to counter specific types
of faults such as network contention, system overload, etc. [2,
7, 9, 1]. However, there has been very little in the way of
empirical evaluation of BFT protocols. Evaluations of the
protocols have often been conducted in an ad-hoc way, which
makes them difficult to reproduce, and compare with new
protocols. Moreover, it is generally admitted that BFT pro-
tocols are too complex to implement, thus, re-implementing
them each time a new protocol must be compared with ex-
isting ones is not realistic.

In this paper, we present BFT-Bench, a benchmarking
environment for evaluating performance and robustness of
Byzantine fault tolerance systems. BFT-Bench enables the
definition of various execution scenarios and faultloads, their
automatic deployment in an online system, and the produc-
tion of various monitoring statistics. This provides a means
to analyze and compare the effectiveness of the protocols
in various situations. BFT-Bench is an open framework
that includes state-of-the-art BFT protocols, and may be
extended with new BFT protocols. In addition, the paper
presents an evaluation with BFT-Bench, empirically com-
paring different BFT protocols, and exhibiting their level
of performance and robustness in different scenarios. The
remainder of the paper is structured as follows. Section 2
presents an overview of BFT-Bench. Section 3 describes the
experimental evaluation, and Section 4 concludes the paper.

2. OVERVIEW OF BFT-Bench
We present BFT-Bench, a novel framework for empirical

evaluation and comparison of Byzantine Fault-Tolerant sys-
tems.

2.1 BFT Protocols in Consideration
BFT-Bench is intended to be an open framework, that in-

cludes BFT protocol prototypes, and that may be extended
with new BFT protocols. In the following, we consider state-
of-the-art BFT protocols: PBFT for being the first practi-
cal BFT protocol [6], Chain for its performance efficiency
in fault-free conditions [10], and RBFT as an instance of
robust protocol that minimizes performance in presence of
failures [2].

PBFT is considered the baseline of BFT protocols [6];
and its communication pattern is used by many other pro-
tocols [7, 2, 4]. In PBFT, there is a primary and replicas that
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interact through three stages of message exchanges, before
the client can commit its request. First, primary sends pre-
prepare messages to other replicas with assigned sequence
number to each request. The two following message stages,
prepare and commit, are dedicated to the exchange and val-
idation of the sequence numbers proposed by the primary.
PBFT ensures Safety and Liveness; upon violation of these
properties the primary is suspected to be faulty and thus, a
primary view change is initiated by replicas.

As the name suggests, Chain has a chain-like communi-
cation pattern for replicas that greatly benefits from the
batch optimization (i.e. multiple messages in one batch) [10].
Thus, Chain allows to handle a high load of requests. Chain
must rely on a protocol switching mechanism when subject
to failures.

RBFT is a robust protocol that strengthens the architec-
ture of PBFT and incorporates fault adaptive mechanisms
to deal with certain faulty behaviors [2]. RBFT runs f + 1
multiple instances of the same protocol in parallel but the
requests are executed only by one of the instances called
master instance while other f instances are called backup
instances. Each backup instance has its own primary which
orders the incoming requests in order to monitor the differ-
ence of throughput between the master instance and itself.
If the performance at backup and master instances differs
by a defined threshold at more than 2f + 1 replicas, the pri-
mary replica at master instance is considered faulty and a
view change is triggered, where a new primary is elected at
every instance.

2.2 Faultload
Faults can occur accidentally or can be induced intention-

ally. Users of BFT-Bench framework can generate various
faultloads involving different faulty behaviors. Each fault-
load contains various information which we describe below:

• Fault Trigger Time: The fault trigger time contains
the time stamp at which the fault must be triggered.

• Fault Type: Byzantine faults encompass numerous
faulty behaviors, e.g. hardware failure, software failure,
network congestion, etc.

• Fault Parameters: Different faults may require addi-
tional fault parameters at time of fault injection. Ac-
cording to the type of fault to be injected, fault pa-
rameters might vary. For replica crash, message delay
& network flooding, the location of the fault must be
specified, whereas in system overloading, the location
is irrelevant since no replica acts faulty. For network
flooding, the size of the corrupted messages is an im-
portant factor, whereas for message delay, the value
of the delay introduced before sending a message must
be specified.

Fault types that are tackled by the considered BFT pro-
tocols are the following:

Replica Crash. Crash of a server is a common perfor-
mance failure that can happens in a system. Upon crash,
the server stops completely and do not participates in any
further communication with the clients or the servers. Most
of the industries like Salesforce, Amazon, Oracle, etc, rely
on Paxos[14, 13] for handling crash but are unable to de-
tect byzantine faults and face challenges due to disrupted

availability. BFT protocols consider crash as yet another
byzantine fault.

Message Delay. Delaying the sending of messages benefits
from the difficulty to distinguish a faulty replica from a slow
network. When a replica starts delaying of messages, it slows
down all future operations depending on these messages.
As described in section 2.1, most of BFT protocols ensure
the Safety property by reaching an agreement on the total
order of execution of the requests. If the messages containing
these information are delayed, then the whole protocol is
delayed, thus leading to degradation in performance. This
byzantine behavior is thus especially critical when it occurs
at the primary.

Network Flooding. Network flooding is meant to overload
both the network and the computational resources with ma-
licious messages which cannot be said invalid until verified.
This verification of messages consumes a lot of computa-
tional cycles and prevents the resources from focusing on
the correct messages.

System Overload. Overloading the system with a large
number of requests sent by a large number of clients can
prove to be catastrophic and can affect the performance to a
large extent. Although none of the servers behave malicious
in this attack, but continuous increase in concurrent clients
can eventually deteriorate the performance or lead to system
failure.

2.3 Workload
The workload is first characterized by number of concur-

rent clients sending requests to the BFT system. Client
requests are executed in FIFO order in a closed loop, where
a client submits a request, waits for the request to get pro-
cessed and receives a response, before sending another re-
quest. The workload is also characterized by the size of
client request/response messages exchanged with the BFT
system. It is an important parameter as large size mes-
sages affect BFT system performance, due to time consum-
ing cryptographic operations executed by BFT protocols.
BFT-Bench includes a client emulator implementing multi-
client behavior, where each client process sends requests to
the underlying BFT system, and receives corresponding re-
sponses.

2.4 Performance and Dependability Analysis
BFT-Bench produces statistics for performance metrics,

namely Throughput and Latency. The former is the number
of client requests handled by the system per unit of time,
and the latter is the time elapsed from the moment a client
submits a request until the complete response is received by
this client. Availability is measured in terms of time when
the service is available, i.e., the service is responding. It
is the ratio of the time the service was returning responses
(correct or incorrect) to the total time the service was meant
to run. It is usually measured over a period of time, usually
in terms of days, months or years. BFT protocols should
theoretically be 100% reliable and available. The experi-
mental evaluation (see Section 3) describes how well they
perform in practice.

3. EXPERIMENTAL EVALUATION
In this section we present a preliminary comparative anal-

ysis of the three BFT protocols, PBFT, Chain and RBFT
when facing different types of faults.
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3.1 Experimental Setup
Our experiments were conducted on a cluster running

in Grid’5000 [5] composed of 34 nodes. Each node hosts
two 4-core Intel Xeon E5420 QC processors at 2.50GHz fre-
quency with 8GB of RAM and 160GB SATA of storage
space. Machines are interconnected through 1 Gigabit Eth-
ernet and have only a single network interface. In the ex-
periments we consider a cluster of 4 nodes (3f + 1) for run-
ning BFT protocol instances. We reserve 2 extra nodes, one
for concurrent clients’ emulator, and one for hosting BFT-
Bench framework. A client requests incurs 30 (±10%) mil-
liseconds emulating application computations. We use a/b
micro-benchmark by Castro and Liskov [6] for evaluating
throughput and latency for each faulty behavior. We used
original versions of the code bases for the three protocols in
consideration1.

3.2 Replica Crash
Here, we consider the Byzantine misbehavior described by

the following faultload:
<300s, replica crash, {primary}>, defining fault trigger time,
fault type and fault location, respectively.

For our evaluation, we consider crash of primary. Since
primary replica is responsible for ordering the incoming re-
quests, its crash leads to expensive view change protocol ini-
tiated by other replicas, thus degrading the overall perfor-
mance. In our experiments, all the backup replicas wait for
5 seconds before considering primary to be unresponsive.
In case of non primary crash, protocol continues as replicas
need only 2f+1 matching responses.

Figure 1 presents the performance of the prototypes when
a primary crashes. In the results for PBFT, we observe
a sudden increase in latency (Figure 1-a), and throughput
(Figure 1-b) drops sharply upon crash of the primary. This
is due to the view change protocol which replaces the faulty
primary. Prototypes for Chain and RBFT fail to respond
once the primary crashes. Upon crash, Chain cannot main-
tain its pipeline structure as the successor of the crashed
server never receives any messages. Chain must switch to
PBFT upon crash, but unfortunately this mechanism is not
present in the original prototype. We would have observed
the same performance as PBFT if switching was possible [3].
In RBFT, clients broadcast requests to all replicas. During
crash fault, client enters an infinite request re-transmission
loop while attempting to send request to the crashed replica.
This is due to the absence of a crash handling mechanism
at client side.

3.3 Network Flooding
Figure 2 presents the performance of PBFT & RBFT

when a non-primary replica starts to flood (sends as many
malicious/corrupt messages as possible) other replicas. Fault-
load used is as follows:
<300s, network flooding, {Replica2, 4KB}>, where Replica2

will start to flood other servers with corrupt messages of size
4KB at 300s.

BFT-Bench implements this behavior by forcing a replica
to enter an infinite loop of continuous transmission of mali-
cious messages to other servers until the end of the exper-

1Code base of PBFT was downloaded from
http://www.pmg.csail.mit.edu/bft/#sw whereas RBFT
and Chain implementations were obtained directly from
authors [10, 2].
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Figure 1: Evaluation in presence of replica crash

iment. We observe that any replica, either primary or non
primary would impact the performance in the same way.

The results illustrate that Chain makes no progress upon
fault injection while performance of PBFT becomes spo-
radic. This is due to the expensive time consuming cryp-
tographic operations performed over corrupt messages by
all the replicas in PBFT and successor replica in Chain. In-
ability to handle corrupt messages introduces a gap in the
communication pattern and lack of protocol switching mech-
anism, holds the Chain from continuing.

RBFT uses multiple NICs to avoid malicious clients and
replicas from flooding client-to-replica & replica-to-replica
communications. RBFT also employs flood adaptive mecha-
nism where non-faulty replicas can detect a flooding replica
and blacklist it [2]. Flood protection enables a non-faulty
replica to monitor the number of messages (including cor-
rect & malicious messages) received. If a non faulty replica
receives more than a specific number of messages from a
particular replica in a period of time, then it can label this
replica as faulty and initiate a blacklisting protocol. When
this happens, RBFT closes the NIC of the misbehaving
replica for some time but after a given period it rejoins the
system again. Due to this we observe slight variations in
performance with upto 5% of degradation.

4. CONCLUSION
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Figure 2: Evaluation in presence of network flooding

This paper presented BFT-Bench, the first framework for
evaluating BFT implementations under different faulty be-
haviors and workloads. BFT-Bench framework includes three
state-of-the-art BFT protocols, automatically deploys them,
allows to generate different types of faults, injects them at
different locations and different rates, and computes perfor-
mance and dependability measures. The paper presented
preliminary experiments conducted with BFT-Bench. The
evaluation results show that BFT-Bench is able to success-
fully compare various BFT protocols, in various faulty be-
haviors. We wish to make BFT benchmarking easy to adopt
by developers and end-users of BFT protocols. BFT-Bench frame-
work aims to help researchers and practitioners to better an-
alyze and evaluate the effectiveness and robustness of BFT
systems.
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