Model-based Performance Evaluation of Large-Scale Smart Metering Architectures
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ABSTRACT

Smart meter devices are used to monitor and control energy consumption and are interlinked with smart grids. Their growing use leads to an extensive amount of available data to be processed and causes smart grids to evolve to large-scale systems of systems. Guaranteeing appropriate scalability and performance characteristics is a tremendous challenge. In this paper, we focus on the provisioning of sufficient computing capacity to efficiently analyze the produced data in such a distributed system. For this purpose, we show the use of performance models to plan and simulate this distributed computation in smart grid systems. It demonstrates how different system architectures can be evaluated and required capacities can be estimated to cope with the occurring data volume. We analyze response times for time-critical tasks and assess the scalability of smart grid systems.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Modeling techniques
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1. INTRODUCTION

Smart meter devices are replacing conventional energy meters in several countries and form the basis to manage and monitor energy consumption [10]. These devices are interlinked as part of smart grids and allow two-way communication via interfaces so data can be automatically exchanged between smart meters and energy management operators. A smart grid connects smart energy devices such as smart meters to a distributed energy delivery network that allows for automatic communication and management of devices [10].
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In order to build up a smart grid, an advanced metering infrastructure (AMI) is necessary to manage smart meter devices. It is responsible for connecting distributed smart meters and storing their data [11].

In realistic scenarios, often more than hundred thousand devices are managed by a few central systems and data is continuously exchanged. Hence, the produced data volume is enormous and can easily cause performance issues. The responsibility of these systems (called smart grids) is to store the data produced by smart meter devices and manage them. An additional time-critical task is to calculate optimized energy plans based on the collected data. Therefore, they must combine analytic capabilities with real-time processing [3].

As we consider here large distributed systems, the distribution of this processing is important and has not been considered before. Since the introduction of smart meter devices is growing in many countries, these systems must also be able to scale-up to continuously reach and comply with their performance goals.

Performance models provide a common way to mirror systems and simulate their behavior to guarantee such non-functional requirements [2]. They allow for predicting and measuring performance metrics such as throughput, response time and resource utilization. Performance models can be used for capacity planning as well as to answer sizing questions. They also enable developers to examine design alternatives of architectures and find optimized system configurations. By being able to simulate different workloads on such models, they also support to evaluate a system's scalability.

This paper shows how performance models can be used to model large distributed smart grid systems and simulate hundreds of thousands connected smart meters. While prior work on smart grid performance has mainly focused on the networking aspects [7, 5, 9], we focus here on the computation required for the analysis of the data in large distributed systems. We develop two prototype models presenting two different use cases. For each model, we implement two infrastructure approaches and simulate them with varying amount of smart meter devices. Although both models are kept as simple as possible, they involve the specification of multiple parameters and allow us to already address common problems in the smart grid context. Therefore, we prioritize to analyze the performance metrics utilization, throughput and scalability in this paper.
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2. USE CASE AND DESIGN OPTIONS

In order to model and evaluate smart meter devices in smart grids, we selected two common use cases for our performance model - 'read smart meters' and 'local optimization' - as depicted in Figures 1 and 2. These two use cases are adapted from the E-Energy report [4]. The first use case contains an energy manager (EM) operator and a household as main actors. Smart meters of a household regularly send their measurement data to the EM operator at an interval of five to twenty minutes depending on the type of device. Workload mainly appears at the EM operator who must be able to handle and store the occurring data amount as well as analyze information.

Figure 2 depicts the use case 'local optimization'. The same actors are involved as in the first use case, but it additionally includes a service provider. The latter sends its energy production and consumption forecast data to the EM operator who forwards the information to the household so its smart devices can be locally optimized. Afterwards, the household reports its schedule to the EM operator. In this use case, the EM operator is also connected to the household, but must be able to cope with the data of a household only once a day.

Usually, several thousand households are linked to the EM operator resulting in huge, frequent data volumes. One of the focus questions for the performance evaluation in this paper is therefore the optimal design for an AMI architecture with regard to performance. There are several aims to regard for the operation of an AMI and different solutions have to be weighed. A load reduction at the EM operator as well as minimal hardware costs are desired, but also a reliable solution that is able to cope with network failures and scales up in future. We evaluate two design alternatives for an AMI:

1. A centralized architecture in which an EM operator is directly linked with households as shown in Figure 3.

2. A hierarchical, decentralized architecture similar to [8] as presented in Figure 4. Here, an aggregation system is directly interlinked with households and pre-analyzes their measurement data before it sends them to the EM operator.

3. PERFORMANCE MODEL AND EXPERIMENT DESIGN

To depict and evaluate these design alternatives, we use the Palladio Component Model (PCM) [1]. The PCM meta-model is divided in several sub-models according to different developer roles. Component developers model system components and their behavior, software architects assemble different components into a system, system deployers specify the resource environment and assign resources to different components and, lastly, domain experts create a usage model which describes the workload and usage scenario [1].

We use components to represent each actor of the two use cases and specify their behavior and interfaces based on the descriptions in the E-Energy report [4]. Since we are not interested in investigating resources at households, only one component is modeled as an abstraction that represents all households and causes the same load as several thousand households. For the use case 'read smart meters', smart meter devices send 1 kilobyte (KByte) of data every five to twenty minutes to the EM operator in a centralized architecture and to the aggregator in a decentralized architecture. The aggregator reports the aggregation results in chunks of 100 megabytes (MBytes) to the EM operator four times a day.

For the second use case, smart meters are locally optimized once a day. Production and consumption forecast data of the service provider comprise 10 MBytes. Both forecast data from the EM provider in a centralized and from the aggregation system in a decentralized architecture to each household are sent as messages with a size of 1 KByte each. Similar to the first use case, the aggregator reports 100 MBytes of pre-analyzed data to the EM operator after it has received the schedule of all households.

For the CPU resource demands, the processing time is specified relative to the amount of data that needs to be processed. The EM operator requires 2 milliseconds (ms) CPU time for each KByte, whereas one aggregator demands 1 ms CPU time for each KByte. These demands are based on the assumption that aggregation systems only aggregate data, whereas the EM operator processes the data more intensively using analytical algorithms. For the hard disk drive (HDD) resource demands, both actors demand the full data size of a message. In order to allow for a better comparison between the EM operator and aggregation systems we spec-
4. SIMULATION RESULTS

Figure 5 shows the predicted throughput of the EM operator in a centralized architecture and the combined throughput of the four aggregation systems in a decentralized one for the use case 'read smart meters'. Having four aggregation systems in parallel, the throughput in a decentralized architecture is increased compared to a centralized one. The latter also scales better to higher load levels than a single EM operator as aggregations systems only have to handle a quarter of households.

Table 2 shows the predicted mean CPU utilization during simulating the use case 'read smart meters'. Here, the values at the EM operator are considerably higher than the mean CPU utilization per aggregator. This has several reasons. An aggregator has only to handle a quarter of the workload compared to the EM operator. Furthermore, the resource demand for the EM operator is increased compared to the aggregator as it fully analyzes the data as described in Section 3. Regarding scalability, both systems tend to scale even with increasing user amount.

Considering the use case 'local optimization', we simulated a time-critical scenario where the EM operator tries to send all consumption forecasts as fast as possible to each household. Here, response time is the most interesting metric as listed as minute values in Table 3. Clearly, response times in a decentralized architecture are faster than in a centralized one due to four parallelized aggregation systems. The response time between the EM operator and the four aggregation systems is here not considered as it is negligibly small. For 200,000 households the centralized architecture needs 42.34 minutes to reach all households, which equals 12.70 milliseconds per household. The decentralized architecture only takes 7.62 minutes, which equals 2.29 milliseconds per household if aggregators are fully parallelized.

Answering our focus question, a decentralized approach seems to allow for higher throughput and faster response times. Having several smaller aggregations systems can also
to scale up to this workload. Therefore, we switched to the event-oriented PCM simulation engine EventSim [6]. Although it was able to scale up to these loads, simulating way beyond these load levels might require different approaches.

In future work, we plan to extend the models with resource demand measurements for specific data analytic platforms. Furthermore, we plan to include reliability evaluations in the simulations. Afterwards, the creation of performance models for additional smart grid scenarios is planned, including simulations of several smart grid use cases in parallel.
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Table 3: Response time sending consumption forecasts for use case ‘local optimization’

<table>
<thead>
<tr>
<th>Households</th>
<th>Centralized (EM operator)</th>
<th>Decentralized (Mean per aggregator)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100,000</td>
<td>21.62 minutes</td>
<td>5.79 minutes</td>
</tr>
<tr>
<td>150,000</td>
<td>31.98 minutes</td>
<td>6.81 minutes</td>
</tr>
<tr>
<td>200,000</td>
<td>42.34 minutes</td>
<td>7.62 minutes</td>
</tr>
</tbody>
</table>

5. RELATED WORK

Several approaches have been developed to model AMI that allow for analyzing and simulating smart grids. However, most of them mainly focus on evaluating the network. Mora et al. [7] modeled the network communication as needed for smart grids, but did not consider hardware resources such as CPU load for processing. Lin et al. [5] used a similar approach, but with a co-simulation setup where only network is simulated. This procedure is also not suitable to evaluate larger sets of scenarios as we intend to do in this paper. Besides different network technologies, the paper of Wang et al. [9] surveys architectures for various smart grid scenarios, including discussion of requirements. The paper does however not discuss how to distribute data collection and analysis in such networks. From the EM operator point of view required hardware, response times and system scalability of smart grids are vital bottlenecks that cannot be answered with the above mentioned models.

6. CONCLUSION AND FUTURE WORK

This paper shows how performance models can be applied to evaluate smart metering infrastructures including the computation needed for data analysis. Although there are several approaches available that model and analyze smart grids, they specialize on network traffic and not on predicting performance metrics such as resource utilization, throughput and response times. The application of performance models for this purpose allows for predicting such performance metrics and supports EM operators while answering sizing questions and evaluating different architecture designs.

We implemented two common use cases for smart metering infrastructures and evaluated them using a centralized and a decentralized architecture. Different amounts of households have been applied to generate workload. Therefore, response time, throughput and CPU utilization have been predicted and evaluated for different parameter configurations. Regarding system performance the results indicate advantages in response times and throughput of a decentralized architecture over a centralized one.

One of the key challenges in this work was to run simulations in scales of up to 200,000 households using the available PCM simulation engines. Initially, we employed the process-driven simulation engine SimuCom [1], which was not able to distribute load in peak times and decrease utilizations of the main system which may have cost advantages regarding required hardware resources. Since we modeled two simple use cases separately, however, it is not possible to predict major impacts of both architectures on the overall system performance. Thus, our model will serve as a basis for future efforts to address several more complex scenarios.