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ABSTRACT

Distinctions between standalone computer applications and web-based applications are becoming increasingly blurry, and client-server communication is being used as a part of everyday computing. This is resulting in user expectations of web page performance converging with their expectations of standalone application performance. Existing industry standards for web page performance are widely varied and inconsistent, and standards based on surveying users are especially so. We illustrate this inconsistency with examples from published literature and industry studies.

Considering a specific class of web-based applications (high usage, minimal overhead, business web applications), we attempt to define a set of industry standards by conducting a case study of an implementation of an industry-leading software suite. We measure the application’s performance over time and contrast its performance with the frequency of reported end-user performance complaints. Taking these measurements, we define a specific set of measurable performance standards that, when met, would achieve a high level of performance satisfaction among a large percentage of users.

Based on our examination of existing industry standards, we know there are limitations in users’ ability to define consistent performance requirements. Here we present a method that proposes to produce a set of performance requirements through a user interview process that closely matches the performance standards defined by the case study. We then examine the results achieved by applying this method to a comparable web application within the same company as the case study to demonstrate that the requirements produced match the performance observations of the case study analysis.
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1. INTRODUCTION

We are seeing a convergence between standalone applications and the web, which includes traditional and mobile platforms. Cloud computing, network data storage, and sharing information between desktop and mobile devices is becoming ubiquitous and transparent. In many cases it is difficult for a user to know when they are interacting with a piece of technology as to whether it is operating in a standalone manner or if it is communicating with the web [22]. Thus a user’s expectations of the performance of their consumer electronics are converging across all platforms and technology. As web browsers and web enabled applications become a dominant platform [25], users expect to be able to do the same things and have the same performance regardless of their technology choices [1]. This convergence in technology means that applying traditional Human-Computer Interface (HCI) standards to web technology is becoming more relevant and important.

Currently there are widely varying opinions on what constitutes an acceptable web page load time. These opinions range from over 30 seconds to less than 1 second, depending on who is espousing the standard and what methodology they have followed to obtain it. There are three main categories of studies in performance literature that establish standards: Physiological Measurements, Empirical Studies, and Surveys.

Physiological Measurements examine physical thresholds or reactions of the human body that are independent of a users’ decision-making process. These measurements are effective at providing limits to the level of optimization required to make something ‘good enough’ and defining thresholds of human perception that, once crossed, further improvement has limited or no additional benefit.

Empirical Studies typically measure the duration of time between the start of a web page request and a point in time when a user chooses to abort the request prematurely (hereafter referred to as “abandonment”). Empirical studies use a variety of tools and testing methodologies to impose known delays and measure when and how many participants abandon their task. They do not directly attempt to measure a participant’s emotional state, but rely on measuring concrete actions or decisions that a participant makes as a result of exceeding their wait time tolerance.
Empirical studies are effective at evaluating strategies to overcome or mitigate poor performance by comparing those strategies against a baseline to determine how effective they are at delaying or negating user abandonment.

Surveys typically ask participants to evaluate their emotional reaction, frustration level, or satisfaction level based on page performance as part of an empirical study. They may also ask participants to provide a self-evaluation of how long they will wait before they become frustrated or abandon a web page (their ‘wait time tolerance’). The most significant limitation to surveys is that they are subject to a participant’s perception and rely on a participant’s ability to self-evaluate and quantify an undependable emotional state that can be impacted by many factors [24]. These studies are important however, since “frustration” and “satisfaction” are both emotional reactions that strongly influence user perception of the credibility [6] and quality of a system [3].

1.1 Physiological Measurements

Studies conducted on human interactions with computer systems have given us reasonable upper and lower bounds for several classes of interactions based on their purpose. One of the most widely-cited results is Miller’s (1968) powers-of-10 thresholds of 0.1s, 1.0s, and 10s [13] that places limits on a person’s perception of instantaneous reaction (0.1s), their continuity of thought (1.0s), and ability to keep their attention focused on the dialogue of interaction (10s) [15].

In terms of conversational interaction with a system, the acknowledgement of “knowledge of results” peaks in effectiveness for simple responses at 0.5s with an upper limit of 2.0s, and delays of more than 4.0s indicate a break in the thread of communication. This is also compatible with the result that distractions can interfere with information being held in short-term memory, and the effects of distractions on short-term memory rapidly increase once a person is aware that they are waiting. This awareness of waiting typically begins to occur in as little as 2 seconds [13].

A further study on gaze fixation demonstrates that a display with multiple independently loading components will result in person fixating on the components that load quickest. A page with a slowly (8s) loading banner advertisement that occupies 23% of the screen space will only receive 1% of a person’s attention time, while the same advertisement will receive 20% of a person’s attention time when they are only exposed to the screen after rendering has completed [16].

These results indicate the unintended consequences of first-impression response time optimization (as opposed to fully rendered response time optimization). If the most important information is not among the earliest to display onscreen, a person is less likely to give it the attention that it requires. In addition, if unimportant information is rendered earlier than important information, the likelihood increases of becoming distracted and that distraction interfering with their short-term memory and the continuity of their thought process.

1.2 Empirical Studies

The primary focus of this class of study has been to measure the average (mean or median) time that a user will wait while expecting a response before abandoning the process (their ‘wait time tolerance’). For systems designed for public consumption, these studies provide an important upper bound on web page response time performance where abandonment is a significant and measurable negative outcome. Several of these studies also evaluate the effectiveness of providing feedback to the user while they are waiting as a tactic for delaying abandonment by communicating with the user that an error has not occurred and something is happening behind the scenes.

These studies have approached the question of abandonment in a variety of methods and have produced a wide range of results and recommendations from less than 2 seconds [14][24] up to 41s [19]. The most constrained result (<2s) is from Shneiderman (1984) and is regarding the pace of human-computer interaction and predates public access to the internet [14]. However, as expectations for offline and online computing converge, this result becomes important to consider as we can observe a steady decrease in the duration of time a person is willing to wait among online-specific studies as shown in Table 1.

### Table 1: Wait Time Tolerances for Online-Specific Empirical Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Wait Time Tolerance (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selridge* [23]</td>
<td>1999</td>
<td>30</td>
</tr>
<tr>
<td>Hoxmeier* [10]</td>
<td>2000</td>
<td>12</td>
</tr>
<tr>
<td>Galleta, Henry, McCoy, and Polak* [8]</td>
<td>2002</td>
<td>4-8</td>
</tr>
<tr>
<td>Nah [14]</td>
<td>2004</td>
<td>2-4</td>
</tr>
</tbody>
</table>

*These studies included a survey component in an attempt to quantify the impact on user satisfaction levels caused by introducing fixed delays into the rendering process.

The study conducted by Nah (2004) is of particular interest as the conclusions she presents regarding wait time tolerances most closely agrees with Shneiderman’s (1984) conclusions regarding human-computer interactions. Specifically, Nah states that “the findings from this study suggest that most users are willing to wait for only about two seconds for simple information retrieval tasks on the Web.” [14] She also directly references the results obtained by Shneiderman (1984) and Miller (1968) as comparable findings. However, her conclusions are based upon a method that involves iterative testing and are drawn from her observation that each test subject’s wait time tolerance decreases with subsequent failures. Her result is that a person’s wait time tolerance converges towards 2s after experiencing multiple failures (shown in Table 2).

### Table 2: Wait Time Tolerances Measured by Nah (2004)

<table>
<thead>
<tr>
<th></th>
<th>Without Feedback</th>
<th>With Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>First Response Failure</td>
<td>13s</td>
<td>9s</td>
</tr>
<tr>
<td>Second Response Failure</td>
<td>4s</td>
<td>3.6s</td>
</tr>
<tr>
<td>Third Response Failure</td>
<td>3.3s</td>
<td>2.5s</td>
</tr>
<tr>
<td>First Response Failure</td>
<td>37.6s</td>
<td>22.6s</td>
</tr>
<tr>
<td>Second Response Failure</td>
<td>17s</td>
<td>8.4s</td>
</tr>
<tr>
<td>Third Response Failure</td>
<td>6.7s</td>
<td>4.3s</td>
</tr>
</tbody>
</table>
Nah’s (2004) conclusion that 2s is the ‘tolerable’ threshold for web page performance is not necessarily supported by the evidence. Her method of providing instantaneous responses to successful page requests interspersed with three pages which fail by never providing a response, is conditioning her subjects to expect one of two outcomes when clicking a link: instantaneous success, or failure. Therefore she is proving that when conditioned, a subject’s ability to determine whether or not a page will succeed or fail trends towards 2s by their third failure.

A much more important observation from Nah’s (2004) study is when a subject is given a defined task to accomplish (load a web page), 50% of the subjects will abandon that task within 9s (measured by the median wait time tolerance of the First Response Failure, no feedback). It is also telling to observe that poor performance will decrease a subject’s wait time tolerance. A perceived failure to load a web page due to poor performance will cause a person to more quickly abandon subsequent requests.

For business purposes, the results of these studies are important in establishing a maximum response time limit for web pages to load. They do not however, provide a conclusive target for response times, as typically a business would intend to achieve a much lower abandonment rate than 50%. In order to establish reasonable performance goals, they must be based on people’s subjective reactions since a business typically intends to achieve a high rate of satisfaction, and a negligible rate of abandonment due to performance.

1.3 Surveys

Of the three categories of performance studies, surveys provide the most subjective and ambiguous results as they rely on respondents being capable of objectively self-assessing or estimating their own emotional reaction to web page performance. It is also well-established that a person’s threshold for frustration and wait time tolerance are impacted by many variables [24]. Methodology also plays an important part of assessing survey results, as some surveys that use a multiple-choice structure may be subject to Central Tendency Bias or Position Bias, wherein respondents will prefer options presented in the middle or at the beginning of a list unless they hold very strong opinions on the question being presented [9].

Notable results from surveys on emotional reactions that are conducted within an empirical study framework result in recommendations that range from 30s [23], to 12s [10], to 4-8s [8]. Results from non-empirical standalone surveys include 8s [27] (which provides no justification for using the threshold of 8s), 4s [11], and 2s [7]. The conclusions drawn from these surveys, much like the empirical studies, are based upon average (mean or median) answers provided by the respondents [20]. Comparing conclusions, we can also see an unusually rapid drop in performance expectations by respondents, a drop that does not appear to correspond with an equivalent improvement in consumer connectivity. In regards to the JupiterResearch (2006) and Forrester (2009) surveys, the results as given show a drop of 50% in performance expectations (from 4s to 2s). However, broadband penetration in the United States only increased from 20.3% to 25.5% between Q4 2006 and Q4 2009 [17] and 16.9% to 23.1% for the entire OECD survey region. Since expectations of web page performance are primarily influenced by experience, it is unlikely that the expectation of web page response times would drop so significantly on average over the same timeframe. This is also supported by research that shows that the average web page size has continuously increased since 2003, and from 312KB to 507KB (62.5%) between 2008 and 2009 alone [26]. This increase continues to appear until we see an average size of 1510KB in 2014 [5]. This increase in web page size is only partially offset by improving connectivity and has resulted in a net increase in typical web page loading times over that time period.

Re-examining the results published by JupiterResearch (2006) and Forrester (2009) by examining their high percentile responses and combining those results along with an additional survey conducted by Rempel (2014), we can see a significantly more consistent and useful result. Combining the three surveys produces a conclusion that at least 90% of respondents would be satisfied with response times of 1s or less, and at least 80% of respondents would be satisfied with response times of 2s or less. Additionally, on average we would expect a satisfaction level of 99% with response times of 1s or less, and 90% with response times of 2s or less [20].

1.4 Findings

Studying the subject of industry standards as they apply to web page performance, it is apparent that there is a lack of consistency in the way the topic is studied, measured, and the conclusions that are drawn. There are however, a few observations that can be made that are useful from a business perspective.

As traditional applications, the web, and mobile devices converge, the expectations that people have in terms of web performance will converge with their expectations of traditional human-computer interfaces. Therefore it is reasonable to consider that original HCI research by Miller (1968) can serve as a gold standard for performance targets, even if they are not widely achievable.

- The threshold for instantaneous feedback is <0.1s.
- The threshold for train of thought (typical web request-response interaction) is <1.0s.
- The threshold for complex operation is <10.0s.

In addition, wait time tolerance improves when dynamic feedback is presented. There is a case to be made for using 2s as a threshold as referenced by Miller (1968), Shneiderman (1984), Nah (2004), and Forrester (2009) with varying levels of support. It is reasonable to suggest that 2s be used as an upper bound for basic, non-instantaneous transactions, and that any transactions that consistently take longer than 2s should take advantage of feedback techniques to avoid user abandonment. Operations that are known to exceed 10s should include additional feedback or pre-operation estimates of expected wait time to improve a person’s engagement with the system and ease potential frustration.

It is also important to note that consistency in performance is important, and that page interactions should not deviate outside of 25% to 200% of the mean [24] to avoid anxiety or frustration caused by unexpected or unusual variances in response time.

2. CASE STUDY

This section describes a study that was performed on an internal business web application in production in order to examine user feedback (complaints) about system performance as compared to actual performance metrics gathered on the system. This study differs from the previously described studies in that it is a passive, unsolicited study of actual user behavior and satisfaction levels in
a real life situation, instead of a study comprised of volunteers or survey respondents.

2.1 System Under Scrutiny

The system being studied is the primary client information tracking and incident reporting system of an international company and is recognized as an industry-leading platform, supported by a reputable international vendor. The system is used by 1,200 users in offices spanning 5 time zones, from the east coast to the west coast of Canada and the United States. Many of the system’s users are required to use this application as part of their primary duties, often while actively communicating with their customers, while using the application to perform data entry that their customers are providing over the phone or in person. During the course of a business day, peak usage has been measured at 800 simultaneous logins and 50,000 page requests per hour over a four-hour window. On an average weekday, the system receives 440,000 page requests and peaks at 510,000 page requests on the busiest day of the week. The system also receives approximately 10,000,000 page requests per month.

This web application has several advantages as a subject for study:

- The period of time under scrutiny includes initial go-live, as well as several months of stabilization in which systemic performance problems were observed.
- The system’s users are motivated and encouraged to report impressions of poor performance via a centralized service desk.
- Users do not have any recourse to abandon the application as no alternatives exist to provide workarounds to problems they encounter.

As a business application, the system has been designed as a high-efficiency system. All secondary requests to acquire resources from a web page are made to the same server that the web application is hosted on, eliminating the need for secondary DNS lookups or additional connections to be established. Resources in use are also very minimal and are cached by the browser after the initial request. Page structures are also very simple and there are no javascript commands issued with the onload directive, resulting in a very fast render time.

2.2 Methodology

The time period of this study is January 2012 through May 2012, as well as October 2013, all of which encompasses:

- Initial go-live of the system.
- A period of systemic performance problems.
- Incremental improvements in system performance as patches are released and performance defects are resolved.
- A comparative period (October 2013) in which the system is stable, performance is optimized, and no further patches are being developed for the system.

In order to establish an upper bound for server communication time, a load generation tool was used to generate a known sequence of requests to an identical production support server using a fixed interval between the end of one request and the beginning of the next over a period of four hours. This process was conducted from an agent local to the system’s host server on the same local subnet, and repeated from an agent deployed in an office in the furthest geographic location from the host server (Southern California). The number of completed requests was compared between the two runs to determine an upper bound for communication latency between the two locations. This test sequence was repeated at different times of the day and days of the week and the results averaged to produce an expected communication latency margin for each request.

The developer tools in Google’s Chrome browser were used to obtain a random sampling of requests and analyze the duration of time required to parse and render the final result of the page. These timings were weighted and averaged to determine the expected render time for each request.

The production server was instrumented to record and log the interval between receipt of each request and transmission of the final response. These logs were aggregated and analyzed across every request made to the server to generate a count of requests by hour and by day into 0.5s response time buckets.

Service desk logs were examined to obtain the number of issue tickets opened (complaints) related to perceived performance problems with the web application and correlated with the measured performance of the web application.

2.3 Findings

2.3.1 Communication Latency

To calculate the margin of communication latency that exists for remote locations, we executed the same test plan over a fixed duration from an agent local to the host server and from one that is remote. The request frequency was then analyzed to calculate the margin that existed between the two tests. This process was performed three times at different times of the day and different days of the week to reduce the impact of network traffic on the results. The following calculation was used to calculate the communication latency.

Let \( r \) be the number of completed requests, \( R \) be the total time of the test in seconds, and \( a \) be the average time between requests (which is the sum of the fixed think time plus the measured average response time of all requests). Let \( R \) represent the test execution from the remote agent, and \( L \) represent the test execution from the local agent. The communication latency at the remote agent is defined by:

\[
M = a_L - \left( \frac{r_R \cdot t_L \cdot a_L}{r_L \cdot t_R} \right)
\]

This value is averaged over multiple iterations, producing a final calculated average communication latency of 0.481 seconds.

2.3.2 Render Time

To calculate an estimated render time margin, Google’s Chrome browser developer tools were used to analyze the network timeline of a series of page request / responses. Prior to the test, the browser’s cache was cleared in order to evaluate the difference in time between an initial request to the server, and a request where resources had already been cached.

Prior to resource caching being completed, secondary resource requests and rendering time required up to 0.190s to process between receipt of the initial server response and the final load event being fired. All subsequent requests (once the resource cache was established) required between 0.004s to 0.047s to complete rendering. This resulted in an effective average of 0.026s.
2.3.3 Aggregated Response Percentiles
The aggregated server processing times provided by server instrumentation have been adjusted by adding a 0.5s margin to account for the measured average communication latency and rendering and the result is shown in Table 3. The values presented in the table are the percent of requests during each month that completed within the specified time constraint. Major percentile thresholds are color-coded so that measurements that fall below the 85th percentile are red, below the 90th percentile are orange, below the 95th percentile are yellow, and 95th percentile and above are green.

Table 3: Server Processing Percentiles with Rendering and Latency Margins

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 1.0 s</td>
<td>64.43</td>
<td>63.82</td>
<td>59.98</td>
<td>67.87</td>
<td>69.06</td>
<td>70.22</td>
</tr>
<tr>
<td>&lt; 1.5 s</td>
<td>80.65</td>
<td>79.62</td>
<td>76.18</td>
<td>81.57</td>
<td>83.76</td>
<td>87.27</td>
</tr>
<tr>
<td>&lt; 2.0 s</td>
<td>87.47</td>
<td>86.18</td>
<td>82.83</td>
<td>87.17</td>
<td>89.62</td>
<td>92.17</td>
</tr>
<tr>
<td>&lt; 2.5 s</td>
<td>91.40</td>
<td>90.40</td>
<td>87.32</td>
<td>91.01</td>
<td>93.37</td>
<td>97.81</td>
</tr>
<tr>
<td>&lt; 3.0 s</td>
<td>93.64</td>
<td>92.72</td>
<td>89.94</td>
<td>92.76</td>
<td>95.27</td>
<td></td>
</tr>
<tr>
<td>&lt; 3.5 s</td>
<td>94.94</td>
<td>94.12</td>
<td>91.65</td>
<td>93.82</td>
<td>96.29</td>
<td></td>
</tr>
<tr>
<td>&lt; 4.0 s</td>
<td>95.82</td>
<td>95.09</td>
<td>92.94</td>
<td>94.82</td>
<td>97.00</td>
<td></td>
</tr>
<tr>
<td>&lt; 4.5 s</td>
<td>96.51</td>
<td>95.88</td>
<td>94.05</td>
<td>96.01</td>
<td>97.66</td>
<td></td>
</tr>
<tr>
<td>&lt; 5.0 s</td>
<td>97.11</td>
<td>96.57</td>
<td>95.02</td>
<td>96.83</td>
<td>98.23</td>
<td></td>
</tr>
</tbody>
</table>

From this information we can observe four distinct phases of application performance: Go-live (Jan / Feb 2012), Decay (Mar 2012), Optimization (Apr / May 2012), and Stable (Oct 2013). These four periods are mirrored by the level of complaints issued to the service desk over perceived performance problems during the same timeframes as shown in Table 4.

Table 4: Performance Complaints to Service Desk

<table>
<thead>
<tr>
<th>Phase</th>
<th>Complaints per Month</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan-Feb 2012</td>
<td>18.5</td>
</tr>
<tr>
<td>Mar 2012</td>
<td>22</td>
</tr>
<tr>
<td>Apr 2012</td>
<td>17</td>
</tr>
<tr>
<td>May 2012</td>
<td>0</td>
</tr>
<tr>
<td>Oct 2013</td>
<td></td>
</tr>
</tbody>
</table>

Based on this study we have sufficient information to set performance goals for future systems that may be implemented at this corporation as follows:
- 95% of all page requests must be completed within 2.5s.
- 90% of all page requests must be completed within 2.0s.
- 85% of all page requests must be completed within 1.5s.

3. GATHERING PERFORMANCE REQUIREMENTS PROCESS
Given the wide discrepancy in web page performance standards that use a survey as part of its data gathering process, and the wide spread in responses (0.5s to 60s) given when respondents were asked to provide their own estimate for their wait time tolerance [20], it is uncertain whether performance requirements can be reasonably obtained through an interview process with business users for a new web application. If two business users were interviewed independently for performance requirements without guidance, it is entirely possible that their response time targets could range from <0.5s to <30s. This section describes an effort to refine the process of establishing performance requirements by presenting guidelines to business users prior to
soliciting their input, in an effort to create a set of performance requirements that closely match the results generated by the case study. To match the case study results, on aggregate we would need to see 95% of all web page requests achieve an end-to-end response time of 2.5s or less. To meet this target and to stay in line with prior studies of a <2s standard, we would require a majority of page performance targets be set at <2s. A limited number of pages may have larger performance targets depending on function and still meet these guidelines. Pages with larger performance targets can also be candidates for alternate feedback strategies to improve end user perception [2][14].

### 3.1 Response Time Performance Categories

In this attempt to establish performance requirements for a new application, a set of performance requirement categories were established with assistance from system developers to define examples. Each performance requirement category (shown in Table 6) had four components, a definition (with examples), a target response time level, a maximum response time level, and a stability measurement (a percentile value to be used to measure against the target). Percentiles are used to measure web page performance instead of an average response time in order to provide a better bound on the page performance and smooth out any spikes in measured response times [12][21]. It is also used to provide a comparable metric to our server processing time of 2.5s or less. To meet this target and to stay in need to see 95% of all web page requests achieve an end-to-end response time after a test cycle, its measured response time performance is compared to the target and maximum response times defined in its study. To match the case study results, on aggregate we would compared to the target and maximum response times defined in its

<table>
<thead>
<tr>
<th>Category Name</th>
<th>Target Response Time</th>
<th>Maximum Response Time</th>
<th>Stability (Percentile)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Operations</td>
<td>&lt;2 s</td>
<td>&lt;2 s</td>
<td>95th</td>
</tr>
<tr>
<td>Ex. Most Standard Pages or Simple Operations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complex or Ambiguous Search or Save Operations</td>
<td>&lt;5 s</td>
<td>&lt;5 s</td>
<td>90th</td>
</tr>
<tr>
<td>Ex. Major Save Operations, Large Result Set Searches</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integration or Major Calculation Operations</td>
<td>&lt;5 s</td>
<td>&lt;15 s</td>
<td>85th</td>
</tr>
<tr>
<td>Ex. Upload Documents, Synchronous Interfaces, Complex Calculations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heavyweight Operations</td>
<td>&lt;10 s</td>
<td>&lt;30 s</td>
<td>85th</td>
</tr>
<tr>
<td>Extremely Complex Calculation and Data Processing Operations, Resource Intensive Interfaces</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Performance Requirement Categories

To evaluate the performance of a specific web page or operation after a test cycle, its measured response time performance is compared to the target and maximum response times defined in its category. A page is considered to have passed under a typical load when:

- Its percentile response time measurement meets or better the target response time.
- Its overall maximum response time measurement meets or better the maximum response time.

A page is considered to have passed under maximum peak load when:

- Its percentile response time measurement meets or better the maximum response time.

### 3.2 Requirement Definition Process

In the example presented in the previous case study, the functional requirements of the system defined 259 distinct web pages or operations in the system that could be evaluated for performance. The performance requirement categories were presented to the business users and they were then given instructions to categorize each page into one of the pre-defined performance categories whenever possible. They were also instructed that if there was sufficient reason that a page could not be placed into one of the categories, the business could create new performance requirements for that page. At the end of the process, the pages were categorized by the business as shown in Table 7.

Table 7: Business User Allocation of Web Pages into Response Time Categories

<table>
<thead>
<tr>
<th>Category Name</th>
<th># of Pages</th>
<th>% of Total Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Operations</td>
<td>222</td>
<td>85.71</td>
</tr>
<tr>
<td>Complex or Ambiguous Search or Save Operations</td>
<td>29</td>
<td>11.20</td>
</tr>
<tr>
<td>Integration or Major Calculation Operations</td>
<td>1</td>
<td>0.39</td>
</tr>
<tr>
<td>Heavyweight Operations</td>
<td>7</td>
<td>2.70</td>
</tr>
</tbody>
</table>

Calculating the weighted average performance target response time value for all of the pages in the system produced a value of 2.56s, and the weighted average maximum response time value was 3.14s.

During the next stage of the requirements process, the business users were asked to weight the web pages and operations based on number of requests per day. These weightings were used during a performance test cycle to simulate production workload. The test results were analyzed based on the number of page requests made to each of the pages and the results are shown in Table 8.

Table 8: Performance Testing Page Request Frequency by Response Time Category

<table>
<thead>
<tr>
<th>Category Name</th>
<th># of Page Requests During Test Cycle</th>
<th>% of Total Page Requests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Operations</td>
<td>353,737</td>
<td>89.54</td>
</tr>
<tr>
<td>Complex or Ambiguous Search or Save Operations</td>
<td>33,550</td>
<td>8.49</td>
</tr>
<tr>
<td>Integration or Major</td>
<td>2,942</td>
<td>0.74</td>
</tr>
</tbody>
</table>
Performing a similar calculation as was done for the number of web pages, based on the number of actual page requests, the weighted average performance target response time value for all of the pages in the system was 2.37s, and the weighted average performance maximum load time value was 2.69s.

If achieved in a production environment, the requirements presented here closely correspond to the desired performance target of achieving 95% of all web page requests in under 2.5s, and matches the calculated wait time tolerance level of the users of this type of system, in this particular company, as illustrated in the above case study.

4. CONCLUSIONS

Industry performance standards are widely variable and inconsistently structured and researched. However, a careful study of a web application that exists in a controlled environment shows that the actual wait time tolerance of the users in the study closely aligns with the most popular performance recommendations of <2s.

By using this case study to pre-define performance target categories with assistance from business analysts and system developers, business users with no particular training or experience with performance requirements were able to independently define performance requirements that closely aligned with the observed optimal performance state of an existing production application.
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