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ABSTRACT
When performance characteristics are taken into account in a software design, models can be used to identify optimal configurations of the system’s parameters. Unfortunately, for realistic scenarios, the cost of the optimization is typically high, leading to computational difficulties in the exploration of large parameter spaces. This paper proposes an approach to provably exact parameter-space pruning for a class of models of large-scale software systems analyzed with fluid techniques, efficient and scalable deterministic approximations of massively parallel stochastic models. We present a result of monotonicity of fluid solutions with respect to the model parameters, and employ it in the context of optimization programs with evolutionary algorithms by discarding candidate configurations a priori, i.e., without ever solving them, whenever they are proven to give lower fitness than other configurations. An extensive numerical validation shows that this approach yields an average twofold runtime speed-up compared to a baseline optimization algorithm that does not exploit monotonicity. Furthermore, we find that the optimal configuration is within a few percent from the true one obtained by stochastic simulation, whose solution is however orders of magnitude more expensive.

Categories and Subject Descriptors
I.6.5 [Simulation and Modeling]: Model Development—Modeling methodologies; D.2.8 [Software Engineering]: Metrics—Performance measures
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1. INTRODUCTION
The evaluation of nonfunctional properties of software systems can be assisted by models. This is especially useful in early stages of the development process, when executable artifacts are not available but the designer wishes to obtain estimates about the behavior of the system in order to make more informed decisions about the architecture and the implementation [15]. Motivated by the ever increasing popularity of service-level agreements that concerns aspects such as performance, reliability, and availability, much research has gone into the integration of model-based software performance engineering practices with traditional development processes [9]. In this context, it is possible to identify at least three main challenges:

i) Developing mechanisms to shield the software engineer from the technical details of the underlying mathematical machinery used for the analysis.

ii) Guaranteeing that the model is a faithful representation of the real system throughout all the stages of the development process.

iii) Providing accurate and efficient evaluation techniques that scale well with increasing system sizes.

Challenge i) seems to be relatively well understood, owing to the large body of research concerned with enriching software models with suitable annotations for nonfunctional properties, the most notable case being the SPT/MARTE profiles for the UML [27]. In this paper, we assume that ii) has been also tackled—for instance by using techniques that continuously learn the model parameters as done in [35]—and study iii), with emphasis on models for software performance.

In a typical scenario, a performance model can be used for capacity planning, i.e., for estimating the amount of resources to be allocated in order to satisfy some required quality of service, or, more in generally, for what-if analysis, i.e., evaluating the impact of certain changes on the overall system’s behavior. This introduces two orthogonal issues about the scalability of such analyses.

The first issue is related to the effectiveness with which a given instance is evaluated. Most models of software performance are based on Markov chains, which are however prone to the infamous problem of state-space explosion for increasing populations of system components. To tackle this problem, many approaches are available that consider exact aggregations (e.g., [19]) or approximate analysis (e.g., [16]) in order to reduce the computational cost. In this paper we make use of fluid techniques for the analysis. These are based on ordinary differential equations (ODEs) as deterministic approximations to the average path of a continuous-time Markov chain (CTMC) that models a population process. In such CTMC, the state descriptor gives the populations of entities that are in a particular local state. For
instance, in stochastic Petri nets the state lists the number of tokens in each place of the net (e.g., [4]). In queueing networks, the state may give the number of clients at each station (e.g., [5, 13]). In stochastic process algebra, each element of the state descriptor gives the copies of the components that exhibit a distinct sequential behavior [59]. In all cases, the crucial advantage of fluid techniques is that the size of the ODE system is independent from the actual population sizes, but is only dependent on the size of the state descriptor.

A fluid model is computationally much more advantageous than its stochastic CTMC counterpart, especially for large populations. However, as with CTMC analysis, the solution is generally not available in a closed form and thus it must be evaluated numerically. This implies that the results of a model with a given parameter configuration cannot be reused for solving the same model with a different one. Therefore, when fluid models are used for parameter-space explorations each point must be evaluated anew. This is, in essence, our second scalability issue: The analysis is in general not scalable with the size of the parameter space.

This paper presents a result of foundational nature that serves as the basis for tackling this very issue. Our purpose is to exploit a property of monotonicity of certain performance indices with respect to the model parameters. Given two vectors of parameters \( \vec{v}_1 \) and \( \vec{v}_2 \), we study under which conditions it is possible to prove that, for some partial order \( \preceq \), \( \vec{v}_1 \preceq \vec{v}_2 \) implies that \( \phi(\vec{v}_1) \leq \phi(\vec{v}_2) \), where \( \phi(\cdot) \) is the evaluation of the performance index for a given parameterization. This result can be readily applied. For example, when exploring the parameter space for minimizing \( \phi \), if \( \vec{v}_1 \preceq \vec{v}_2 \) holds, \( \phi(\vec{v}_2) \) needs not be computed because it yields a provably larger index. Importantly, checking for the inequality \( \vec{v}_1 \preceq \vec{v}_2 \) comes at a negligible cost because it only compares model parameters, whereas the evaluation of \( \phi \) requires solving the model, which, as discussed, may become expensive.

We study monotonicity for fluid models of closed queueing networks with arbitrary topologies, where stations serve with a generalized processor sharing (GPS) discipline. The reason for this choice is that GPS has been successfully proposed to model the dynamics of complex software systems in shared data centers and virtualized environments [14, 5, 6]. Thus, our approach is already usable for applications of practical interest. In addition, as will be discussed in more detail in Section 7, the fluid dynamics of GPS queueing networks are structurally close to those of, e.g., stochastic process algebra, stochastic Petri nets, and layered queueing networks. Thus, the approach can be easily generalizable to those techniques as well. The main theoretical contribution of this paper is to prove that the solution of the fluid model is monotone with respect to the client populations.

Armed with this result, we use it to improve the efficiency of the exploration of large parameter spaces for optimization purposes. We consider the problem of finding the best tradeoff between performance (i.e., throughput) and cost for a two-class GPS queueing network which is representative of a canonical three-layered software architecture. Similarly to [6], the network consists of a service station for each layer, and a delay station that models the user workload. The objective is to find the best workload mix using a genetic algorithm (GA). This represents one of the possible constraint optimization techniques, which was chosen because of its popularity in model-based software performance engineering (e.g., [20, 2]). Our approach, however, can also be used in conjunction with other search strategies such as hill-climbing and simulated annealing, where frequent comparisons are made between points in the parameter space.

We show the effectiveness of our a-priori parameter-space pruning by comparing the runtimes of a baseline GA where monotonicity is not exploited against that of a tuned version where genomes with provably worse fitness are immediately discarded. The numerical results show an average twofold speed-up. Furthermore, a comparison against the true optimal configurations returned by evaluating GA with stochastic simulation shows excellent accuracy across a wide range of operating conditions for our example network.

**Paper outline.** We review related work in Section 2. In an effort to make the paper self-contained, Section 3 gives a concise account of the fluid technique used in this paper and its relation with the CTMC that it approximates. Section 4 defines the fluid model of a closed queueing network with GPS service. Section 5 defines the optimization problem and introduces the notion of monotone ODE systems. It then proves that our fluid GPS model does enjoy monotonicity, and shows how to apply this result to the optimization. Section 6 presents the numerical results for our case study of a three-layered software system. Finally, Section 7 ends with a discussion on the methodology presented in this paper and outlines lines of future work.

## 2. RELATED WORK

There has been a considerable amount of research concerned with the application of optimization techniques to models of software systems. While we refer to [3] for an exhaustive and up-to-date survey, in this section we focus on approaches that are most closely related to the techniques presented in this paper. In particular, we consider the literature that deals with the optimization of the parameters of a model to trade-off between performance and cost. Much effort has been devoted to the studying optimal selection of components in service-based systems. In [12] this is studied by means of linear optimization. While the resulting problem can be efficiently analyzed, the underlying model is based on the crucial assumption of the absence queueing delays, which is instead the main focus of this paper. Similar assumptions hold in frameworks that deal with optimal service compositions, e.g., [34, 7].

The approach taken in [11] uses instead Markov chains and probabilistic logics for formal specification of the quality of service. Although it is possible to account for queueing effects, the resulting problem would suffer from the curse of dimensionality with increasing numbers of components.

More scalability for the analysis is offered by layered queueing networks, solved by means of approximate mean value analysis [16]. These models are featured in Litoiu et al., who consider optimization for deployment in service-oriented systems, in [23], studying the optimization of the concurrency levels in a distributed system, and in [22], for cloud environments. A similar analytic model is presented in [26], which uses Menascé’s two-layered extended queueing network for an optimization algorithm for service-oriented architectures. While the use of extended queues is computationally advantageous with respect to other stochastic models for the evaluation of a point in the parameter space, no results are
provided regarding a-priori pruning of entire regions with provably lower cost, as is done in this paper.

Further reduction of the computational cost of the analysis is achievable by considering simpler mathematical models. Marzolla and Mirandola identify a class of BPEL workflows for web-service compositions that can be modeled as a single-class queueing network, for which they propose rapid evaluation based on bounds on steady-state performance for bottleneck identification [25]; however, an explicit optimization problem is not formulated. In [10] a performance model is presented for load balancing in service oriented architectures based on an open queueing network with $M/M/1$ stations. While this allows for closed-form expressions of the response time, the approach cannot be generalized to other situations, in particular, when multiple classes of services are to be considered. Instead, a multi-class queueing network for a similar brokering scenario is presented in [8], where the solution is based on operational analysis. However, unlike our approach, the model cannot be generalized to arbitrary topologies.

In conclusion to this section, our use of fluid techniques offers a compromise between cost and model expressiveness, since such techniques are able to incorporate queuing effects due to contention in a scalable manner. In addition, for the objective functions herein proposed, a-priori pruning of the parameter space may be obtained, thereby further reducing the computational burden of the solution of optimization problems. From a theoretical viewpoint, the paper makes a contribution to monotonicity properties of performance models. Although these have been long understood in the stochastic setting under certain conditions (see, e.g., [29]), and assumed to hold in other cases (e.g., [25]), here they are proven for fluid multi-class models.

3. PRELIMINARIES

The purpose of this section is to provide the necessary background to fluid techniques. This will be assisted by a trivial small example of a pure-delay two-station queueing network, which will only be used to build intuition and to illustrate all the notions introduced. The general model presented in Section 4, instead, will feature multiple classes of clients, arbitrary topology, and contention for the processing capacity of the servers.

Before proceeding, we fix some notation. As usual, $N$ is the set of natural numbers, including 0; $Z$ is the set of integers whereas $R$ denotes the set of real numbers. Scalars are lowercase Roman letters, vectors have an arrow over the symbol, whereas matrices are uppercase Roman letters. When written in matrix notation, a system of ODEs is denoted by $\frac{d}{dt}\vec{x}(t) = G(\vec{x}(t))$; alternatively, to ease layout, when it is written in components the explicit dependence on $t$ is dropped (all our ODE systems are autonomous) and Newton’s dot notation is used instead, therefore we write $\dot{x}_i = G_i(x_1, \ldots, x_n)$, where $x_1, \ldots, x_n$ are scalars.

We begin by formally defining a population model.

**Definition 1.** A population model is defined by the following elements:

- A vector of $n$ variables, denoted by $\vec{x} = (x_i)_{1 \leq i \leq n}$;

- A set of $m$ interaction functions $f_j : R^n \to R$ and associated jump vectors $\vec{l}_j \in Z^n$, for all $1 \leq j \leq m$;

**Example 1 (Pure-delay network).** Figure 1 shows a simple tandem two-delay queueing network where a single class of clients visits two stations in sequence, with rates $\mu_1$ and $\mu_2$, where $\mu_1, \mu_2 > 0$. The model consists of the state vector $\vec{x} = (x_1, x_2)$, denoting the number of clients at each station (the queue length), by the interaction functions $f_1$ and $f_2$, and by the jump vectors $\vec{l}_1$ and $\vec{l}_2$ defined as

$$f_1(x_1, x_2) = \mu_1 x_1, \quad \vec{l}_1 = (-1, +1),$$

$$f_2(x_1, x_2) = \mu_2 x_2, \quad \vec{l}_2 = (-1, +1).$$

The functions give the total rate of service at both stations, which simply grows linearly with the queue length. The jumps indicate that each transition moves one client from one queue to another, cyclically. The model is completed by letting $\vec{x}_0 = (N_1, N_2)$ be the initial population of clients.

A model of this kind can be used to describe a continuous-time Markov chain (CTMC), which is typically called a Markov population process to stress the fact that the state descriptor denotes counts of individuals.

**Definition 2.** (Population process). For a population model we define a CTMC $\{X(t), t \in R\}$, with state space $S$ and transition rates denoted by $q(\vec{r}, \vec{s})$, for all $\vec{r}, \vec{s} \in S$ and $\vec{r} \neq \vec{s}$, as follows.

1. Let $X(0) = \vec{x}_0$ and $\vec{x}_0 \in S$.
2. Then $S$ is defined to be the smallest set such that if $\vec{x} \in S$ and $f_j(\vec{x}) > 0$ then $\vec{x} + \vec{l}_j \in S$ and

$$q(\vec{x}, \vec{x} + \vec{l}_j) = \sum_{j'=1, j' \neq j}^{m} f_{j'}(\vec{x}), \quad 1 \leq j \leq m.$$ 

In our example, we have that $\vec{x}_0 = (N_1, N_2) \in S$; thus $\vec{x}' = (N_1 - 1, N_2 + 1) \in S$ with $q(\vec{x}_0, \vec{x}') = \mu_1 N_1$ and...
\( \vec{x}'' = (N_1 + 1, N_2 - 1) \in S \) with \( q(\vec{x}', \vec{x}'') = \mu_2 N_2 \), and so on. While in this simple case the cardinality of \( S \) is equal to \( N_1 + N_2 \), in general it is known to depend on the norm of \( \vec{x}_0 \) exponentially at worst—this is an instance of the state-space explosion problem. To tackle this, one can consider the following deterministic approximation, the fluid approximation (or fluid model).

**Definition 3 (Fluid approximation).** The fluid approximation of a population model is an initial value problem with the following ODE system

\[
\frac{d}{dt} \vec{x}(t) = G(\vec{x}(t)), \quad G(\vec{x}) = \sum_{j=1}^{n} \vec{l}_j f_j(\vec{x}),
\]

and with initial condition \( \vec{x}(0) = \vec{x}_0 \).

In components, the fluid approximation of our example is

\[
\frac{d}{dt} x_1(t) = -\mu_1 x_1(t) + \mu_2 x_2(t), \quad \frac{d}{dt} x_2(t) = +\mu_1 x_1(t) - \mu_2 x_2(t),
\]

with \( x_1(0) = N_1 \) and \( x_2(0) = N_2 \). This shows the scalability of the fluid approximation: The ODE system size is independent from the actual populations (which only affect the initial conditions), and is only dependent on the length of the state descriptor (which in turn only depends on the network topology). In the remainder, we consider systems for which the fluid approximation enjoys existence and uniqueness of the ODE solution over some time interval \([0, T]\). All the examples herein proposed satisfy this property.

The ODE system can be interpreted as an estimate of the average CTMC behavior because, by a suitable approximation, it can be shown that (e.g., [28])

\[
\frac{d}{dt} \mathbb{E}[X(t)] \approx G(\mathbb{E}[X(t)]),
\]

where \( \mathbb{E}[-] \) denotes the expectation operator. For a class of models, the relationship is mathematically stronger in that the solution to the ODE is shown to be the asymptotic behavior of a suitable sequence of the associated population processes [21]. For the purposes of the present paper, however, we need not be concerned with the distinction between these two interpretations. Here it suffices to say that in general, the larger the population sizes (hence, the larger the CTMCs) the more accurate the approximation, with average errors of only a few percent (e.g., [31, 32, 33]).

In the example, every initial condition will give rise to ODE solutions that are nonnegative. This is what one would expect from any model where populations are physically relevant entities. We now provide a sufficient condition for non-negativity of the ODE solution that can be checked by inspection of the vector field of the fluid approximation.

**Lemma 1 (Nonnegative fluid approximation).** For a population model, suppose that \( G_i(x) \geq 0 \) for every \( 1 \leq i \leq n \) and for every \( x \) such that \( x_i = 0 \) and \( x_{i' \neq i} \geq 0 \). Then it holds that

\[
x_i(t) \geq 0,
\]

for every \( i \) and any \( t > 0 \) where the solution is defined.

**Proof.** Suppose toward a contradiction that there exists at least an \( i \) and a time \( t > 0 \) such that \( x_i(t) < 0 \). By continuity, together with the non negativity of the initial conditions, this would imply the existence of a time \( t_1 \in (0, t) \) such that \( x_i(t_1) = 0 \), \( x_i(t) \geq 0 \) for \( t < t_1 \), and \( x_i(t) < 0 \) for \( t \geq t_1 \). Let \( t_m = \min t_i \), then \( x_{\vec{m}}(t_m) = 0 \), \( x_{\vec{m}}(t_m) < 0 \) and \( x_i(t) \geq 0 \) for any \( i \) and \( t \leq t_m \), which contradicts the assumption \( G_m(x) \geq 0 \) for any \( x \) with \( x_{\vec{m}} = 0 \) and \( x_{\vec{m}\neq\vec{m}} \geq 0 \). \( \square \)

**4. GENERAL MODEL**

We now consider a population model of a closed queueing network with \( M + 1 \) stations, labelled by \( 0, 1, \ldots, M \), and \( K \) classes, labelled by \( 1, \ldots, K \). Without loss of generality, we shall assume that only station 0 is a delay station, where clients do not contend for service. (An extension with an arbitrary number of delay stations is straightforward.) This is used to model the residence of clients outside the system before successive arrivals. Let \( \mu_k > 0 \) be the service rate for the \( k \)-th class at the delay station. The remaining \( M \) stations, instead, all serve with GPS discipline with total capacity \( D_i \), \( 1 \leq i \leq M \). Let \( w^k_i > 0 \) be the weight (or priority) for class \( k \), i.e., how much of the total capacity is proportionally assigned to each class requiring service at station \( i \); let \( \lambda^k_i > 0 \) be the service rate, respectively, for class \( k \) at station \( i > 0 \). The routing of clients across the network is described, as usual, by \( K \) matrices, denoted by \( p^k = (p^k_{ij})_{i \leq j \leq M} \) such that \( p^k_{ij} \geq 0 \) and \( \sum_j p^k_{ij} = 1 \) for all \( i \). This implies that every client never leaves the system. The state variables describe the queue length at station \( i \) for each class \( k \), and are denoted by \( x^k_i \), with \( 0 \leq i \leq M \) and \( 1 \leq k \leq K \). The interaction functions are defined as follows:

\[
f^0_i(\vec{x}) = p^{0}_{ij} \mu_k x^k_0, \quad f^0_i(\vec{x}) = -x^k_0 + 1, \quad (1)
\]

for all \( 1 \leq k \leq K \) and \( 1 \leq i \leq M \), \( 0 \leq j \leq M \), where \( 1_{x_j} \) represents the vector of length \( \|\vec{x}\| \) of all zeros except at the position for variable \( x^k_j \), where it is equal to 1.

The fluid approximation for a GPS queueing network is given by

\[
x^k_0 = -(1 - p^{k}_{00}) \mu_k x^k_0 + \sum_{j=1}^{M} p^k_{0j} \lambda_j^k w^j_0 x^j_0 D_j, \quad x^k_i = \lambda_i^k w_i^k x_i^k D_i + p^{0}_{ij} \mu_k x^k_0 + \sum_{j=1}^{M} p^k_{ij} \lambda_j^k w^j_i x^j_i D_j, \quad (2)
\]

for all \( 1 \leq k \leq K \) and \( 1 \leq i \leq M \).

**Example 2.** Let us consider a model with \( K = 2 \) classes and, similarly to Example 1, a tandem queueing network, i.e., \( M = 1 \), \( p^{0}_{10} = p^{1}_{10} = 1 \) for \( k = 1, 2 \). In this case, the
This implies that and, similarly, fluid approximation is given by:

\[ \begin{align*}
\dot{x}_0 &= \frac{\lambda_1 w_1 x_0^1 D_0}{w_1 x_0^1 + w_2^1 D_1} - \mu_1 x_0^1, \\
\dot{x}_1 &= -\frac{\lambda_1 w_1 x_1^1 D_0}{w_1 x_1^1 + w_2^1 D_1} + \mu_1 x_0^1, \\
\dot{x}_0^2 &= \frac{\lambda_2 w_1^2 x_0^2 D_0}{w_1 x_0^2 + w_1^2 x_1^2} - \mu_2 x_0^2, \\
\dot{x}_1^2 &= -\frac{\lambda_2 w_1^2 x_1^2 D_0}{w_1 x_1^2 + w_1^2 x_1^2} + \mu_2 x_0^2.
\end{align*} \]

With this representation, it is evident that the assumption on closed workloads translates into a conservation-of-mass property given by the fact that

\[ \frac{d}{dt} x_0^1(t) + \frac{d}{dt} x_1^1(t) = 0 \]

and, similarly,

\[ \frac{d}{dt} x_0^2(t) + \frac{d}{dt} x_1^2(t) = 0. \]

This implies that

\[ x_0^1(t) + x_1^1(t) = x_0^1(0) + x_1^1(0) \]

and

\[ x_0^2(t) + x_1^2(t) = x_0^2(0) + x_1^2(0), \]

for all \( t \) for which the solution of the fluid approximation is defined. In other words, the population of clients of each class is constant with time, and is equal to the total initial population. In general, the following proposition holds, by inspection of (2).

**Proposition 1.** Any GPS queueing network model satisfies the following properties:

i) The fluid approximation is nonnegative.

ii) Let \( N^k > 0 \) denote the initial population of class \( k \)-clients at time \( t = 0 \), i.e., \( N^k = \sum_{i=0}^{M} x_i^k(0) \). Then it holds that

\[ x_i^k(t) = N^k - \sum_{\substack{i=0 \atop i \neq j}}^{M} x_j^i(t), \quad \text{for all } t. \quad (3) \]

### 5. OPTIMIZATION

This section presents the main result of this paper. The aim is to show that, when the parameters of a fluid model are to be optimized, then it is possible to prune certain regions of the parameter space which yield a provably higher cost. This can be done a priori, without ever analyzing the model in those regions. We show the applicability of this result to an optimization problem solved with GA, which is formulated in Section 5.1. Then, Section 5.2 discusses the result of monotonicity, which is the fundamental property that is exploited in our parameter-pruning approach. Finally, the implications on the optimization problem are discussed in Section 5.3.

#### 5.1 Problem Formulation

We study the GPS model (1) with an optimization case study that aims at maximizing throughput and minimizing some operating cost. Whilst we focus on this problem in the remainder of this paper, let us remark that other scenarios are also possible. For instance, an analogous situation—by virtue of the duality between system throughput and response time by means of Little’s law [24]—may consider response-time minimization and some revenue maximization.

Following [32], throughput may be estimated as a reward measure over the ODE solution. As an estimate of steady-state throughput, in particular, we consider a sufficiently large time point \( T \) where the solution is numerically close to equilibrium; this can be done by verifying that the norm of the ODE derivative at time \( T \) is less than a threshold.

The per-class throughput at equilibrium is given by

\[ \mu_k (1 - p_k^0) x_0^k(T), \]

which is the total rate at which clients move from station 0 to some other station \( i \neq 0 \) (since this is a delay station, its throughput is proportional to the number of clients). Operating costs, instead, are assumed to be a function of the number of users (see [1] for a real case), denoted by \( C(N^1, \ldots, N^K) \). This leads to the following objective function to be minimized:

\[ \phi(\bar{x}) = -\sum_{k=1}^{K} \mu_k (1 - p_k^0) x_0^k(T) + C(N^1, \ldots, N^K) \quad (4) \]

subject to the constraints

\[ 0 < N^k \leq U^k, \quad \text{for all } 1 \leq k \leq K. \quad (5) \]

Therefore, this optimization program has client populations as the decision variables, with upper bounds given by constants \( U^k \). This set-up may correspond to a practical situation where the modeller has no choice with respect to the server capacity (for instance, when a third-party server farm or cloud environment are used) and when the client demands are known. Under these conditions, the modeller may be interested in finding the workload mix, given by the per-class client populations, that optimizes the system’s behavior.

#### 5.2 Monotone Systems

At this stage of the technique is the notion of monotone ODE systems, which is briefly overviewed in this subsection in order to make the paper self-contained. The reader may find a detailed treatment in [30] and references therein.

First, we define \( O \) to be an orthant of \( \mathbb{R}^n \), i.e., \( O = \{ \bar{x} \in \mathbb{R}^n : (-1)^{e_i} x_i \geq 0 \} \), for \( e_i \in \{0,1\} \). For any \( \bar{x}, \bar{y} \in \mathbb{R}^n \), we write \( \bar{x} \leq O \bar{y} \) if and only if \( \bar{y} - \bar{x} \in O \). Now, let us consider an autonomous ODE system \( \frac{d}{dt} \bar{x}(t) = G(\bar{x}(t)) \) defined in \( \mathbb{R} \times X \), with \( X \subseteq \mathbb{R}^n \) an open and convex set and \( G \) a differentiable function in \( X \). We call such a system monotone if, for any two initial conditions \( \bar{x}(0) \leq O \bar{y}(0) \), it holds that the corresponding solutions, denoted by \( \bar{x}(t) \) and \( \bar{y}(t) \), preserve the ordering, i.e., \( \bar{x}(t) \leq O \bar{y}(t) \), for all \( t \) for which both solutions are defined. We will be concerned with the case where \( O \) is the positive orthant of \( \mathbb{R}^n \), i.e., \( e_i = 0 \) for all \( 1 \leq i \leq n \). Thus \( \bar{x}(0) \leq O \bar{y}(0) \) means \( x_i(0) \leq y_i(0) \) for all \( 1 \leq i \leq n \). In the remainder of this paper, a comparison between two vector shall always be intended in this sense.

The following result characterizes monotonicity with respect to the Jacobian of \( G \), denoted by \( DG(\bar{x}) \).

**Proposition 2.** (See Lemma 2.1 in [30].) Let \( G \) be a function defined on an open and convex set of \( \mathbb{R}^n \) where it
is differentiable. The ODE system \( \frac{dx}{dt} = G(x(t)) \) is said to be monotone in the orthant \( O \) if and only if the matrix \( PDG(x)P \) has nonnegative off-diagonal elements for every \( x \in X \), where \( P = \text{diag}((-1)^{\alpha_1}, \ldots, (-1)^{\alpha_n}) \).

We are now ready to state the crucial proposition of this paper.

**Proposition 3** (Monotone GPS network). Let the vector field of \((2)\) be defined in the open and convex set such that \( x_i > 0 \) for all \( 1 \leq k \leq K \) and \( 0 \leq i \leq M \). Then, it holds that the ODE system \((2)\) is monotone in the positive orthant.

**Proof.** See Appendix. \( \square \)

### 5.3 Parameter-Space Pruning

Let \( \vec{x}(0) \) and \( \vec{y}(0) \) be two initial conditions for the fluid approximation \((2)\) in the feasible region determined by constraints \((5)\), with \( \vec{x}(0) \leq \vec{y}(0) \). Let \( \vec{x}(t) \) and \( \vec{y}(t) \) represent the respective ODE solutions. Finally, let \( N_{x,k} = \sum_{i=0}^{M} x_{i,k}(0) \), i.e., the total number of class-\(k\) clients in the system with initial conditions \( \vec{x}(0) \). \( (N_{y,k} \text{ is defined analogously.}) \) The above proposition yields that if \( \vec{x}(0) \leq \vec{y}(0) \) then \( \vec{x}(t) \leq \vec{y}(t) \) for all \( t \).

We now exploit this fact to reduce the computational cost of the optimization program presented in Section 5.1. Let us consider the objective function \((4)\) and write

\[
\phi(\vec{x}) - \phi(\vec{y}) = C(N_{x,1}, \ldots, N_{x,K}) - C(N_{y,1}, \ldots, N_{y,K}) \\
+ (1 - p_{b0}) \sum_{k=1}^{K} \mu_k y_{0,k}(T) - \mu_k x_{0,k}(T).
\]

Now, the second line of the equation is nonnegative because the system is monotone. Thus, whenever the first summation is nonnegative, it holds that \( \phi(\vec{x}) \geq \phi(\vec{y}) \). Crucially, the sign of the first summation can be established a-priori, i.e., without having to solve the ODE systems, because all its terms are known parameters, i.e., the initial populations and the given cost function.

To further clarify this relation, let us consider the special case which involves setting \( C \equiv 0 \); this corresponds to a situation where there is no cost associated with the client populations. By inspection of the first line of the above equation, it is clear that \( \phi(\vec{x}) \leq \phi(\vec{y}) \). The maximum throughput is attained at the point of the feasible region with the largest populations, consistently with intuition. Hence, no computational cost for the optimization is required whatsoever.

### 6. NUMERICAL EXAMPLES

The purpose of this section is to study the computational advantages obtained by exploiting the results presented in the previous section. To this aim, we consider an optimization scenario based on a model of a three-tier software system modeled as a queueing network with three distinct GPS service centers (e.g., front-end, business logic, and a database-management system) and a delay station, as illustrated in Fig. 2. In addition to being a reasonable high-level performance model of a complex distributed software system (for instance, it can be seen as a closed-workload variant of the model in [6]), the network is simple enough to keep stochastic simulation feasible, as this will be used as a baseline to assess the quality of the approximation introduced by the fluid approximation. On the other hand, the model is complicated enough to be exercised, with appropriate choice of parameters, under different operating conditions (e.g., performance bottlenecks at different stations).

The problem is solved by genetic algorithm with two approaches: a black-box approach (BB), which finds an optimal configuration without adopting parameter-space pruning; and a grey-box approach (GB) which does do parameter-space pruning in the following manner: Given a parameter vector \( \vec{y}(0) \), of the initial populations of clients, if there exists another parameter vector \( \vec{x}(0) \) with provably superior cost, then an infinite fitness value is assigned to it.

To show soundness of the approach, we compared the distance between the minima returned by both methods. As an index of effectiveness, we compared the runtimes of BB and GB. Finally, in order to show the overall accuracy of optimization via fluid techniques, we compared the estimated optima against those obtained by optimization via stochastic simulation of the associated CTMC, which is taken to represent the true behavior of the system. With this (expensive) study, we assess the absolute quality of fluid optimum, and we numerically evaluate the computational advantages gained by fluid analysis.

**Parametrization.** All tests were performed using Matlab 7.9.0, with the genetic algorithm implementation available in the **Genetic Algorithm and Direct Search** toolbox. In order to remove degrees of freedom in the setup, unless otherwise stated the genetic algorithm was used with its default settings for both BB and GB. We considered a population of 30 individuals at each generation, and a maximum number of 20 generations.

For the evaluation of the fitness function \((4)\) via fluid analysis we employed Matlab’s \texttt{ode15s} routine by setting an absolute tolerance of \(10^{-4}\) and a relative tolerance of \(10^{-5}\); all other parameters for the ODE solver were set as the default ones. The use of this solver was preferred in order to deal with potentially stiff problems, due to the randomness in the parametrization of the model, ensuring more robustness across the whole parameter space. This comes at the cost of longer execution times by \texttt{ode15s} in non-stiff models, which could be more efficiently solved by other methods, such as the well known Runge-Kutta scheme as implemented in \texttt{ode45}. However, the relative difference between these two methods is negligible compared to the difference between ODE analysis and stochastic simulation. We fixed \( T = 5000.0 \) for the evaluation of \((4)\) and successfully verified that in all cases the derivatives at time \( T \) were less than \(10^{-6}\) in norm, to ensure numerical convergence to an equilibrium.

For the evaluation of the fitness function via stochastic analysis we used Monte Carlo simulation based on Gillespie’s direct method [18], which was preferred over the nu-
numerical CTMC solution because of the large state space sizes involved. The method of batch means was employed; the simulation was stopped when the largest confidence interval across all means at 95% confidence level was within 5%, with a maximum 8 batches of simulation, where the first was discarded for transient removal. Each batch was of length 5000; this choice was motivated by the fact that, as discussed, at that time interval all ODE solutions estimated numerical convergence to the equilibrium.

In all cases, we kept fixed the following parameters of the queueing network: \( D_1 = 30.0, D_2 = 20.0, D_3 = 10.0, \mu_1 = \mu_2 = 1.5, \lambda_1^2 = \lambda_2^2 = \lambda_3^2 = 1.0, \lambda_1 = \lambda_2 = 0.1, \) and \( w^1_k = 2.0, w^2_k = 1.0, \) for \( i = 1, 2, 3 \) (thus corresponding to a situation of two classes of clients with the same demands but different priorities/shares). The routing matrices were kept equal for both classes:

\[
P^k = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
p^{20}_{20} & 0 & 0 & 1 - p^{20}_{20} \\
1 & 0 & 0 & 0
\end{pmatrix}, \quad k = 1, 2,
\]

where we experimented with different values of \( p^{20}_{20} \) in order to test our approach for different operating conditions, since increasing \( p^{20}_{20} \) leads to less frequent visits to station 3 (which has the lowest capacity in the network). The initial conditions were set in such a way that the clients were evenly distributed across all stations.

The set-up of the optimization program was as follows. The constraints \( U^k \) were set to 2000, for \( k = 1, 2 \). The cost function was chosen in the form

\[
C(N^1, N^2) = \alpha + \left( N^1 + N^2 - \beta \right) \gamma, \\
\delta
\]

where \( \alpha \) is interpreted as a fixed cost, \( \beta \) is a break-even total client population, \( \gamma \) gives the shape of the dependence of the cost from the client populations, and \( \delta \) is a normalization factor that makes \( C(N^1, N^2) \) comparable to the throughput, in order to exercise the model under conditions where changes in the parameters do affect cost sensibly. Notice that this normalization can always be done without loss of generality of this approach—for example, it could be interpreted as a change of monetary unit. In these experiments we set \( \alpha = 5.0, \beta = 1000.0, \gamma = 2, \) and \( \delta = 2005.0. \)

**Data analysis.** The numerical tests were executed on machines equipped with an 8-way Opteron 2.6 GHz dual-core with 32 GB RAM. For each value of \( p^{20}_{20} \), chosen between 0.85 and 0.93 at 0.01 steps, we ran three independent replicas. All the measurements reported in the following are the averages computed across these replicas.

As an index of effectiveness, we define the notion of percentage relative error of the optimization program as follows. Let \( \phi^{\text{min}}_{\text{SIM}} \) (resp., \( \phi^{\text{min}}_{\text{BB}} \)) be the minimum fitness value returned by the GA with the black-box (resp., grey-box) approach using fluid analysis; similarly, let \( \phi^{\text{SIM}}_{\text{BB}} \) be the true minimum as returned by GA where each individual is analyzed through stochastic simulation. Then, the errors for BB and GB, denoted as \( F_{\text{Error}} \) and \( S_{\text{Error}} \) respectively, are defined as

\[
F_{\text{Error}} = \frac{\phi^{\text{min}}_{\text{SIM}} - \phi^{\text{min}}_{\text{BB}}}{\phi^{\text{min}}_{\text{SIM}}} \times 100, \\
S_{\text{Error}} = \frac{\phi^{\text{min}}_{\text{BB}} - \phi^{\text{min}}_{\text{SIM}}}{\phi^{\text{SIM}}_{\text{min}}} \times 100.
\]

This notion alone, however, is not sufficient to fully understand the behavior of the approximation. The reason is that the evaluation of \( \phi^{\text{min}}_{\text{SIM}} \) and \( \phi^{\text{min}}_{\text{BB}} \), in general, incurs two kinds of error which are due to the approximations of the stochastic process via the fluid model and of the stochastic reward (in this case, throughput) with its fluid counterpart. Thus, for instance, a relatively large \( F_{\text{Error}} \) may in fact still yield excellent accuracy when the individual with the minimum fitness obtained by fluid approximation is evaluated using stochastic simulation; that is, when one computes the true fitness of the best individual returned by the fluid GA. Using similar arguments, a small \( F_{\text{Error}} \) may turn out to be associated with a fittest individual which is away from the true optimum. In order to understand the nature of the optimal solutions returned by both BB and GB, we define the notion of \( S_{\text{Error}} \) as the error between \( \phi^{\text{min}}_{\text{SIM}} \) and the cost function evaluated by simulation for the fittest individual of BB and GB, which is denoted by \( \phi^{\text{SIM}}_{\text{BB}}(N^{1}_{\text{BB}}, N^{2}_{\text{BB}}) \) and \( \phi^{\text{SIM}}_{\text{GB}}(N^{1}_{\text{GB}}, N^{2}_{\text{GB}}) \), respectively:

\[
S_{\text{Error}} = \frac{\phi^{\text{SIM}}_{\text{BB}}(N^{1}_{\text{BB}}, N^{2}_{\text{BB}}) - \phi^{\text{SIM}}_{\text{min}}}{\phi^{\text{SIM}}_{\text{min}}} \times 100, \\
S_{\text{Error}} = \frac{\phi^{\text{SIM}}_{\text{GB}}(N^{1}_{\text{GB}}, N^{2}_{\text{GB}}) - \phi^{\text{SIM}}_{\text{min}}}{\phi^{\text{SIM}}_{\text{min}}} \times 100.
\]

The computational advantage provided by our GB method is measured in terms of speed-up with respect to BB. Since both methods were applied to the same total number of individuals, the speed-up is only due to the fact that in GB some
individuals may be discarded a-priori because they yield provably worse fitness. As a general indication of the performance of fluid optimization, we also measured the speed-up with respect to stochastic simulation.

**Results.** The results of our experimental campaign are collectively reported in Table 1. Column labelled with $g^{\text{SIM}}_{\phi}$ gives the minimum value of the fitness function returned by running the GA with stochastic simulation, to demonstrate that the chosen values of $p^2_{20}$ do exercise the network under different steady-state conditions. Indeed, the fitness function is not explicitly dependent on $p^2_{20}$, hence the changes must be attributed to the different workload mixes that optimize the system’s behaviour. Columns labelled with $F_{\text{error}}$ and $S_{\text{error}}$ show the accuracy indices as defined in (6) and (7), respectively. The runtime results are given as the average wall-clock execution time (in seconds) of the overall optimization program when using GB, BB, and simulation; for convenience, the speed-ups with respect to GB are also reported between brackets. Overall, the analyses required a total of 237 hours of computation time, of which 99.9% was devoted to the stochastic simulations. While the cost ODE analysis did not vary significantly across all tests, a significant increase of the simulation runtimes can be noticed as a function of $p^2_{20}$. This is due to the fact that the optimal configurations for larger $p^2_{20}$ lead to increasingly saturated networks, which are notoriously more difficult to simulate. Using selected configurations that yield near-saturation conditions for $p^2_{20} > 0.93$, we estimated that the simulation runtimes to achieve confidence intervals within 5% would have been at least 32 times longer than for the case $p^2_{20} = 0.85$. This made the analysis of such models unfeasible under our given computational constraints, since the whole optimization problem might be aborted as a result of the expiration of the total time limit for a single job (i.e., 48 h) in the computer cluster where the experiments were conducted.

An analysis of the confidence intervals across all tests showed that, using the stopping criteria mentioned above, 82% of the simulations returned confidence intervals within the desired 5% level. Instead, for the other 18% of simulations (which were stopped because the maximum number of 8 batches had been reached), the median confidence interval was 6%. However, a manual analysis of the models with the highest confidence intervals showed that those were related to genomes with a significantly poor fitness. Indeed, in a typical case this was due to the exploration of regions of the parameter space with very low populations (recall that the constraints have a lower bound of 1) where the system dynamics are slower due to less frequent service requests. Instead, the average optimal workload mixes across all values of $p^2_{20}$ were 159 and 189 class-1 and class-2 clients, respectively.

For the same reason of computational feasibility as discussed above (time expiration), we could not adjust the stopping criteria for simulation in order to decrease the proportion of results with confidence intervals greater than 5%. However, to improve the precision of the optimal configuration returned by stochastic simulation, we ran longer simulations for $g^{\text{SIM}}(N^1_{\text{BB}}, N^2_{\text{BB}})$ and $s^{\text{SIM}}(N^1_{\text{BB}}, N^2_{\text{BB}})$ by doubling the batch length to 10000.0 time units. The last columns show the confidence intervals for the simulations under these modified stopping criteria.

Overall, this validation demonstrates that provable a-priori pruning of the parameter space can significantly reduce the cost of the exploration (by at least a factor of 2 across all the experiments), whilst returning estimates that differ less than 2% from those returned by the baseline GA implementation. We also confirm the suitability of fluid models for optimization purposes: The estimated optima are in all cases at most 3% away from the real optima computed by simulation. However the computational cost of simulation is excessively high, even for a small network with relatively few clients, and consistently separated from ODE-based optimization by three orders of magnitude.

7. CONCLUSION

**Summary of findings.** Many analysis techniques are available that can efficiently evaluate a model of software performance. However, in general, from the solution of a model with a given parametrization it is not possible to infer the behavior of the same model with a different parametrization. This paper has provided a contribution in this direction in the context of software performance models with fluid techniques. We have shown a general result of monotonicity whereby fluid solutions preserve the ordering of their parameters. As an application, here we discussed a case study of minimization via genetic algorithms, whereby some genomes can be shown to yield a provably superior fitness value after, i.e., without evaluating the fitness function, by virtue of monotonicity. Suitably equipping the genetic algorithm to exploit this property has shown a speed-up factor of over 2 on average with respect to a baseline version of the algorithm that does not implement a-priori pruning. Furthermore, the fluid approximation consistently yielded excellent accuracy with respect to the true optimal configurations returned by evaluating the fitness function with simulation.

Although we focused on optimization via evolutionary algorithms in this paper, we wish to stress that monotonicity can be exploited in a much broader context, i.e., whenever the modeler wishes to analyze different configurations, and use the evaluation of one configuration in order to infer the behavioral trend of others.

**Scope of validity and generalization.** There are two main issues that may hinder a wider applicability of this technique. The first one is that monotonicity does not hold for every parameter of the model under consideration. For instance, it was not possible to prove it for the server capacities $D_i$. Let us notice that Proposition 2 gives a sufficient condition, therefore, in principle, it could be established via other routes also for $D_i$. This will be the subject of future work. Nevertheless, we argue that the scope of applicability made available in this paper is rather significant, as it covers monotonicity with respect to initial populations (i.e., the system’s concurrency levels) which can be directly related to throughput—hence response time—as discussed in Section 5.

The second limitation might be the focus on queueing networks with GPS service discipline. Keeping in mind that these models can already be used in virtualized and cloud environments, as discussed in Section 1, here we also wish to stress that an analogous result of monotonicity may be proven for other models of software performance, using the same arguments presented in this paper. For example, the GPS interaction functions (2) are surprisingly similar to...
those used for the stochastic process algebra PEPA [33]. Indeed, in a typical situation, PEPA-like interaction functions can be written in the form
\[
 f_i(x) = \mu_i \sum_{j \in I} x_j \min \left\{ \sum_{j \in I} x_{i,j} \right\},
\]
where I is an index set such that \(i \in I \) and \(j \notin I\). Now, depending on the behavior of the minimum function, the ODE can be rewritten in terms of piece-wise differentiable functions. The case where \( \min \{ \sum_{j \in I} x_{i,j} \} = x_j \) can be handled in the same way as the GPS service case. Since (8) is essentially used in the PEPA encoding of layered queueing networks [31] and of stochastic Petri nets [17], monotonicity can be extended to the fluid approximations of these two other modeling techniques. A precise formalization of this extension is however beyond the scope of this paper and will be presented in future reports.
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Appendix

Here we give the proof of Proposition 3.

**Proof.** First, let us consider the ODE system

\[ x_k^i = -(1 - p_{0k}) \mu_k x_0^i + \sum_{j=1}^M \lambda_{0j}^k w_{ij}^k D_j, \]

\[ x_j^k = -\sum_{l=1}^K w_{ij}^l \left( N_l - \sum_{j' \neq j} x_{j'}^i \right), \]

\[ N_k^i = 0, \]

for all \( 1 \leq k \leq K \) and \( 1 \leq i \leq I \). This ODE system arises from (2) by replacing each \( x_j^i \) with \( N_l - \sum_{j' \neq j} x_{j'}^i \), and by adding slack variables \( N_k^i \) as trivial ODEs that yield a constant solution with respect to time \( t \). Due to the property of conservation of mass, each solution to the original ODE system (2) is also a solution to (9), whenever the initial conditions \( N_k^i(0) \) for the slack variables are set as

\[ N_k^i(0) = \sum_{i=0}^M x_k^i(0). \]

Thus, monotonicity may be equivalently proven on the modified ODE system (9). Its Jacobian \( DG(\bar{x}) \) can be written as

\[
\begin{bmatrix}
\frac{\partial g_0}{\partial x_1} & \cdots & \frac{\partial g_0}{\partial x_M} \\
\vdots & \ddots & \vdots \\
\frac{\partial g_K}{\partial x_1} & \cdots & \frac{\partial g_K}{\partial x_M}
\end{bmatrix}
\]

where \( g_k^i \) denotes the component of the vector field for the variable \( x_k^i \), for all \( 0 \leq i \leq M \) and \( 1 \leq k \leq K \). With this block structure, it is possible to show monotonicity of the system by using Proposition 2 and Remark 1 in [30], whereby a sufficient condition is that: i) the off-diagonal elements of the top-left and bottom-right blocks be non-negative; and ii) the elements of the top-right and bottom-left blocks be non-positive.

In order to show this, we proceed by case distinction, recalling that the GPS queueing network fluid model is non-negative, all rates \( \lambda_{ij}^k \) are positive reals, and that the routing probabilities \( p_{ij}^k \) are positive reals. First, we observe that the bottom blocks of the Jacobian are all trivially zero, thus we focus on the top blocks only.

**For the top-left block:**

i) Case \( \frac{\partial g_k^i}{\partial x_k^i} \), with \( i \neq 0 \):

\[
\frac{\partial g_k^i}{\partial x_k^i} = \frac{\partial}{\partial x_k^i} \left( \sum_{j=1}^M p_{0j}^k \sum_{l=1}^K w_{ij}^l \left( N_l - \sum_{j' \neq j} x_{j'}^i \right) \right)
\]

\[
= \sum_{j=1}^M p_{0j}^k \sum_{l=1}^K w_{ij}^l \left( N_l - \sum_{j' \neq j} x_{j'}^i \right) + p_{00}^k \sum_{l=1}^K w_{ii}^l \left( N_l - \sum_{j' \neq i} x_{j'}^i \right)
\]

\[
= \sum_{j=1}^M p_{0j}^k \sum_{l=1}^K w_{ij}^l \left( N_l - \sum_{j' \neq j} x_{j'}^i \right) + p_{00}^k \sum_{l=1}^K w_{ii}^l \left( N_l - \sum_{j' \neq i} x_{j'}^i \right)
\]

\[
\geq 0.
\]
ii) Case $\frac{\partial g}{\partial x^l_0}$, with $\hat{i} \neq k$:

$$\frac{\partial g^k}{\partial x^l_0} = \sum_{j=1}^{M} p^k_{ji} \frac{\partial}{\partial x^l_0} \left\{ \sum_{i=1}^{K} \lambda^k_{ji} x^k_j D_j \left( N^i - \sum_{j \neq k} x^l_j \right) \right\}$$

$$= -\sum_{j=1}^{M} p^k_{ji} \lambda^k_{ji} x^k_j D_j \frac{\partial}{\partial x^l_0} \left( \sum_{i=1}^{K} w^i_j \left( N^i - \sum_{j \neq i} x^l_j \right) \right)$$

$$= \sum_{j=1}^{M} p^k_{ji} \lambda^k_{ji} x^k_j x_j D_j \frac{\partial}{\partial x^l_0} \left( \sum_{i=1}^{K} w^i_j \left( N^i - \sum_{j \neq i} x^l_j \right) \right) \geq 0.$$