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ABSTRACT
Cloud computing services have evolved to a sourcing option that promises a wide range of benefits, such as increased scalability and flexibility at reduced costs. However, many enterprise applications are subject to strict requirements – e.g. regarding privacy, security and availability – and are embedded into complex enterprise IT architectures with a multitude of interdependencies. For these reasons, many decision makers have developed a sceptical stance towards cloud computing. A solution might be a hybrid (local/cloud infrastructure) approach where only suited components are migrated to a cloud infrastructure. This, however, has significant architectural consequences that need to be taken into account. This contribution suggests a cloud migration framework that will be implemented as an IT-based decision support system based on modelling the interdependencies between components. The approach is illustrated with the example of Business Intelligence (BI), i.e. integrated approaches to management support. The underlying decision model would particularly consider data transfer volumes, performance, sensitivity of cloud-based data repositories, as well as exposure to public networks. The potential of such an approach is illustrated with a selected set of BI scenarios. Based on this, conclusions are derived and generalised for approaches taking into account deployments on both the local premises and cloud infrastructures.
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1. INTRODUCTION
Enterprises are interested in using public cloud offerings mainly because of the potential to enhance their enterprise applications with increased scalability and flexibility at reduced costs [1]. Besides the financial and technical benefits stemming from the use of computing, storage and networking resources in public cloud offerings, some improvements arise from the organizational point of view, mainly regarding an increased agility and an enhanced division of labour [1-3]. The ability to develop, test, and scale applications in environments with volatile and unpredictable demand is a very interesting feature not only for rapidly evolving start-up companies [2] but also for companies pursuing innovative projects or seeking to react to sudden changes in the business environment. However, these benefits can easily be counterbalanced when security and privacy issues come into play and when interdependencies with other pre-existing applications gain in relevance and strength [4]. Additionally, despite the potential immediate cost reductions that can be achieved by running a single application or component in a cloud environment [5] (e.g. a JBOSS application server component or a web component for data visualization), the cloud-based provision might have negative effects on the overall lifetime cost of the higher-order enterprise system. For example, a component for data reporting could be migrated to a cloud infrastructure, and seemingly incur less costs. However, if we consider the BI system as a whole, the side effects on the overall system could cause increased costs because the data is not integrated or the reports are not consistent.

More specifically, there are technical, economic, and compliance-related factors that have to be considered when moving an enterprise application to a cloud environment. From a technical standpoint, performance requirements of an application, availability, traceability of errors, data and system lock-in problems, as well as interoperability issues have to be considered [2]. Applications to be moved to a cloud infrastructure often consist of a high number of diverse application and middleware components which depend on and interact with each other [4]. Due to this complexity, the migration decision regarding what tiers or even what components should be moved to what specific cloud infrastructure becomes difficult [4]. Economically, financial risks related to the cost of wide-area communications, the migration of large amount of data to cloud environments, or the correct estimation of resources pose challenges [6]. With respect to compliance, organisational, governance-related, contractual, and legal constraints have to be respected, particularly regarding security levels and data sensitivity. Between many of those factors there are some trade-offs – gaining one quality might imply losing on another aspect.

An option to cope with these problems – and the security-related problems in particular – is to move to a model where only non-sensitive data and computation is moved to cloud environments, whereas critical data remains locally at the client organization. In such situations, ideally, components dependent on those data might be forced to stay next to the data they depend...
upon in order to avoid the introduction of wider-area communications or decrease responsiveness.

These issues are particularly visible in the field of integrated management support – Business Intelligence (BI). BI usually involves complex multi-layered architectures, contains highly sensitive and strategically relevant contents, is subject to agility requirements, involves large volumes of data to be stored, transferred, and processed and is subject to fluctuating workloads [7-10]. Due to the complexity associated with moving BI systems to cloud-enabled environments, we argue for the need of assisting the decision maker during this migration process. Moreover, we strive for generalisation so that our approach is applicable to more application settings rather than just BI systems.

To address the above mentioned challenges, we propose a cloud migration framework taking a decision support approach for the construction of architectures combining the local premises and cloud infrastructures and we come up with a first draft that is based on an iterative and systematic selection of cloud-based components. The approach is illustrated within the field of Business Intelligence.

2. RELATED WORK

In this section we describe related work on cloud computing that has been put into context in moving applications to cloud environments. We present different research works related to the distribution of components on both cloud and local premises. We also include in the discussion approaches related to the selection of the best cloud services provider for a specific combination of parameters as the problems are similar in structure (choice of system distribution options). The division and scattering of the target application is driven by many technical factors with various business, organizational, economic, security and privacy implications [1, 4]. With the aim of facilitating the comparison of the presented research works and their different focus, granularity and application settings, Error! Reference source not found. compares the selected research works [4, 6, 11-17] in terms of the specific focus or point of view taken for the migration of applications to cloud infrastructures and the applications' settings the approach applies to (e.g. MapReduce applications, Web applications or more general approaches). In the third column, Error! Reference source not found. shows at what level of granularity the migration is taking place. The factors to be taken into account before performing the partition of an application at the level of code entities are quite different from the case where entire components are migrated.

The partitioning of applications has been extensively explored for client-server architectures [18, 19]. However, the settings for application partition in cloud environments differ from the server and client partitioning case. Particularly, the effective design and partitioning of legacy enterprise applications is not as obvious [13]. Several research works [6, 12-14, 17] have been done to assist the decision making process in order to withdraw this responsibility from applications' suppliers — either by taking a general approach for the development of frameworks valid for a wide set of applications or a finer grained solution for specific infrastructures or applications' settings. Such a framework for alleviating the migration burden from the user is Manticore [12].

<table>
<thead>
<tr>
<th>Research work</th>
<th>Focus</th>
<th>Granularity</th>
<th>Application's Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moving-to-the-cloud problem [4]</td>
<td>Moving applications to cloud environments</td>
<td>Components</td>
<td>Pre-existing applications</td>
</tr>
<tr>
<td>Cloudward Bound [6]</td>
<td>MCDM migration</td>
<td>Components</td>
<td>Enterprise Applications</td>
</tr>
<tr>
<td>Volley [11]</td>
<td>Data partitioning</td>
<td>MapReduce Jobs</td>
<td>MapReduce</td>
</tr>
<tr>
<td>Manticore [12]</td>
<td>Code partitioning</td>
<td>Code entities</td>
<td>Software services</td>
</tr>
<tr>
<td>HybrEx [13]</td>
<td>Data and system partitioning focusing on privacy</td>
<td>Components</td>
<td>Distributed Applications</td>
</tr>
<tr>
<td>COPE [14]</td>
<td>Automated orchestration using declarative languages</td>
<td>Virtual Machines</td>
<td>Distributed applications</td>
</tr>
<tr>
<td>(MC²)² [16]</td>
<td>MCDM migration</td>
<td>Virtual Machines</td>
<td>Generic (conceptual framework)</td>
</tr>
<tr>
<td>Conductor [17]</td>
<td>Orchestration deployment</td>
<td>MapReduce Jobs</td>
<td>MapReduce</td>
</tr>
</tbody>
</table>

Table 1 Comparison of the different relevant research works

MCDM = Multiple criteria decision making*

Kaviani et al.’s Manticore is a framework for the partitioning of software services for a deployment on the cloud and local premises. Manticore tries to automate to some degree the application partitioning by using two application dependency models the authors found in literature, namely the request-based model and the static structure model. The former decides whether to execute a request fully either on the private or the cloud premises, whereas the latter provides the possibility to partition a request between both of them. Additionally, Kaviani et al. present the context-sensitive model in order to address the problems they found in the previously mentioned models. By using this model a request can be partitioned to be executed both on a cloud environment and the private premises while keeping a differentiated transitive set of callers to each function execution (Kaviani et al. call it calling context). Their research coincides with our approach as we both fix our attention in the software services partitioning. Nevertheless, their level of abstraction is lower than ours as we consider moving components rather than code entities, i.e. functions. This is more realistic for enterprise systems that are often built with commercial packed software components. An example is the domain of Business Intelligence where systems are developed by customizing and integrating commercial tools for (among others) reporting and analysis, DWHs and data marts, as well as for ETL and data management components (from large vendors like IBM, SAP, SAS, Microstrategy, Oracle, Teradata, or Informatica). While Manticore focuses only on the partitioning of software services, some research efforts, such as Volley [11] focus on data partitioning. They aim at increasing performance and reducing traffic at the datacenter by performing data relocation rather than partitioning the code like in Manticore [12]. Although our approach considers the data partitioning, as a first step it is based on an all-or-nothing data partitioning strategy.

Some other research works suggest partial migration of specific types of applications to cloud infrastructures at different levels of granularity. Some research works focus on the migration of web applications. Menzel and Ranjan's CloudGenius framework [15] supports the decision-making involved in the migration of Web servers to cloud environments. CloudGenius takes into account how a large set of heterogeneous criteria and their
interdependencies affect the migration of multi-component enterprise applications. Nevertheless, they apply their framework to single-tiered applications and leave out a lot of current enterprise applications which are more complex than that. CloudGenius selects the best and compatible mix of software images (e.g. Web server image) and infrastructure services to ensure the targeted Quality of Service (QoS) of the application. Menzel and Ranjan leverage the Analytic Hierarchy Process (AHP), rather than the Analytic Network Process (ANP) suggested by their previous work (MC²)[16], to enhance the multiple criteria decision making (MCDM). Our approach also leverages AHP to assist the migration decision.

Similarly to CloudGenius and (MC²), some other research efforts try to enhance the selection among the available cloud offerings according to cloud computing customers' requirements. Hajat et al.'s Cloudward Bound [6] focuses on the assessment of the beneficial migration of enterprise applications to cloud infrastructures following a deployment both on the local and the cloud premises. Hajat et al. show with Cloudward Bound how the overall migration cost is the result of a complex combined effect of applications characteristics in terms of workload intensity, storage capacity, growth rate, and the cost of software licenses. They conclude that horizontal partitioning between in-house and cloud deployments can be very beneficial for certain applications. However similar to our approach, they do not consider the cloud offering selection in their approach. We consider this an important feature as the cloud offering selection determines the applicable cost model and affects the provided QoS and non-functional requirements. Cloudward Bound partitions and relocates components at the level of application servers or virtual machines. Likewise, Liu et al.'s COPE [14] aims at the partitioning (local and cloud premises) of computation and data at a high level of abstraction. With COPE, Liu et al. orchestrate a set of subsystems (computing, storage, and network resources) that span large geographic areas serving different clients with the aim of cost optimization on a distributed setting [14]. Our approach differs from these research works because we consider a holistic migration strategy incorporating the generation of different migration alternatives and the selection of the more appropriate one.

Other research works are concerned with another sort of applications, namely MapReduce applications. Such is the case of the work done for Conductor [17] and Hybrex [13]. As for HybrEx [13], the authors propose a new execution model for confidentiality and privacy in cloud computing. With HybrEx, Ko et al. outline data, system partitioning, and the integration of both. We adopt some of the ideas in HybrEx but at the same time consider more factors affecting the migration in addition to security and confidentiality. Further, Conductor [17] integrates an abstraction layer into Hadoop [20] in order to help cloud computing customers select the right set of resources to meet their requirements. Furthermore, their design includes mechanisms to use different services seamlessly and frees the cloud computing customer from manual choice and optimization. These two research works relate to ours but we aim at enabling the migration of a larger set of systems as we do not only pay attention to MapReduce applications.

Our research work's novelty lies in the holistic approach taken for the partial migration of applications to cloud infrastructures by taking into account many interdependent parameters. These parameters include business and economic considerations, technical and security-related challenges, and the organizational implications of the partial adoption of cloud computing as computation model. Further, our work incorporates the selection of the right cloud provider given the application's requirements.

3. MOVING SYSTEM TO CLOUD ENVIRONMENTS: The example of cloud-based BI

With the aim of evaluating our approach for partially moving enterprise systems to cloud infrastructures, we focus on migrating BI systems to a cloud environment. Business Intelligence denotes integrated approaches to IT-based management and decision support. Current BI landscapes are usually built upon multi-layered architectures. The foundation is the Data Warehouse (DWH), an integrated, application-spanning data repository that contains data extracted from a variety of internal and external data sources and usually feeds application specific data pools, data marts. These are accessed by a variety of analysis and reporting applications ranging from OLAP and data mining / predictive analysis tools, to planning, budgeting and balanced scorecard applications. The components are bound together by administration and metadata tools [21-23]. Under the heading operational BI, the systems have also been extended to the support of operational decisions, e.g. in the realm of process management [24, 25]. The complementary analysis of large volumes of structured and unstructured data (especially from the Internet), which is discussed under the term Big Data [26, 27], also becomes increasingly relevant for BI. In many companies, specifically designed BI governance frameworks have been implemented in order to govern the resulting architectures, processes, and applications [28].

While some BI applications do not contain much sensitive information (e.g. for web usage mining), others deal with strategically relevant data, or need to be aligned with various legal requirements, e.g. in the fields of (legal) reporting or the analysis of user data.

From this perspective it is clear that a complete BI system cannot easily and completely be outsourced to cloud environments. On the other hand, cloud offerings might ease existing agility pressures [9] and be a response to both volatile capacity requirements (e.g. in planning and budgeting) as well as for project-specific BI solutions (e.g. for social media analysis) [29-31]. Both market studies [32, 33] and the wide spectrum of BI SaaS services, from almost all large BI vendors, indicate that there are indeed high expectations towards bringing BI to cloud infrastructures. Consequently, BI systems are not only a relevant area for a cloud-based application provision but also one where a deployment model distributed both on the local and cloud premises is of particular relevance. The following scenarios illustrate the benefits of our approach. They are derived from [29] as well as from other research scenarios we have investigated.

Scenario 1: Inclusion of specialized data analysis functionality from cloud infrastructures, e.g. for Big Data analysis

In this scenario, specialized analytic functionality is sourced from cloud infrastructures, especially for temporary projects, e.g. when conducting a market analysis based on web site and social web data with Big Data approaches. In this case, the envisioned software would primarily consider the interdependencies with existing data repositories (data marts, DWH) and the underlying DBMS. As long as the analysed data is non-sensitive, the
envisioned decision support software would primarily rank the options of where to store the data based on the initial volume of the data that has to be transferred to a cloud environment with the result probably being the movement of the data mart to a cloud-based environment - which is selected primarily based on cost rationales.

**Scenario 2: Movement of a reporting or OLAP frontend to cloud computing environments**

The second scenario is less straightforward and illustrates the benefits of a tool-based approach: Moving a reporting and/or an OLAP frontend to a cloud environment — i.e. separated from the rest of the BI landscape — can have clear benefits, e.g. regarding accessibility with mobile devices. However, it also has implications for reaction times to the user's input and data traffic. Dependencies e.g. exist with the Device and User Management, the Web and the Application servers and most importantly: the relevant data repositories. The movement of the data mart (and the DBMS) in particular might alleviate the reaction time issues but has further implications regarding security (not only a few reports are exposed to the web but the whole data repository) and consistency with the DWH. In the case of operational reporting, the continuous updates of the data mart in a cloud environment might induce prohibitive bottlenecks in cost and performance – leading to a solution where the DWH (or a specifically designed Operational Data Store) also needs to be brought to a cloud infrastructure.

**Scenario 3: Movement of an Operational BI solution to the cloud**

The dependencies get even more critical when BI software triggers events in other systems (Active BI), e.g. on operational level: here, it needs to be decided where the functionality that triggers the event is kept. Also, like in Scenario 2, operational data needs to be updated in real time – but in this case the dependencies go in both directions. The dependencies here also include transaction management and operational source (or destination systems).

**Scenario 4: Movement of selected ETL procedures to cloud environments, particularly for data sources that are already in the cloud infrastructures**

There are reasons why including specialized ETL routines from a cloud environment might be an interesting option, e.g. for pre-processing unstructured data or for discovering non-evident duplicate entries (e.g. sales for Müller and Mueller which in the end are the same company) in the master data that is fed into the DWH. In this case, the routines have to be embedded into the higher-order ETL process. Given the fact that this often involves really large amounts of traffic and that the ETL process is a link between several core components, this will affect the overall BI system on various levels.

4. **APPROACH AND SCENARIOS**

The decision-making process related to the migration of an existing application to a virtualized cloud system is assisted through the use of our proposed cloud migration framework. In this section we describe our approach in providing the framework. The case of the migration of Business Intelligence systems to cloud infrastructures is shown as an example of a system to be migrated. Our approach tries to fill the gap we found in literature by considering the multiple factors that affect the migration to virtualized cloud environments instead of focusing in a subgroup of them. We call for a cloud migration framework which takes a holistic approach for migration that also considers the particularities of the cloud offering selected to run the application and the interactions with the local data centre.

Firstly, our approach lets the decision maker describe the previously existing application (or system) in terms of its components, the dependencies between them, and the specific characteristics of those components. Next, several migration strategies are generated with a model for migration to cloud environments in mind where some of the applications’ components are kept locally while others are migrated to cloud-based infrastructures. Further, a migration strategy is selected based on its compliance to the requirements selected and ranked in importance by considering the characteristics of the suitable cloud offerings where the application could be deployed and the input from the decision maker captured within the Analytical Hierarchy Process.

4.1 **Architectural description of the pre-existing system**

As a first step, we envision that the pre-existing system targeted for migration to a cloud infrastructure is described in terms of its architecture (see example in Figure 1). By using our framework the system's architecture is described and extra information is added to the model. The results obtained after this step serves as input for our proposed cloud migration framework. Our framework generates several migration alternatives given the architectural description of the pre-existing application. The system's architectural description is annotated with some additional information. These annotations will serve as a basis for the estimation of how the system will perform after migration and will therefore affect the design of the migration alternatives.

The details of the pre-existing system are specified including both the application's building blocks and users. The building blocks are defined as components and the tier they belong to (e.g. back-end, business-logic, front-end). The components can either be application components, such as UIS, services, workflows, databases, or middleware components, such as application servers, workflow engines, or database management systems (DBMS). Furthermore, the users are described regarding whether their location is internal or external to the deployment. The relation between different components as well as between components and the application's users are modelled with the aim of explicitly stating the application's dependencies (see Figure 1). In the system's architectural description (Figure 1), the Rack, JBOSS 4.2 and JBOSS 6.0 Application Servers – and the components they consist of – are shown. As for the red arrows they show the interactions happening within the system. The system in Figure 1 access data stored in two components, namely the operational data store and the management info components. As it is shown in Figure 1, the user only interacts directly with the BI-Info-Presenter component on the right part of the figure.
In addition to the architectural description of the system, our migration alternatives generator needs input regarding the nature of the interdependencies among components and how the transactions between them happen. With this information at hand our framework can better estimate the effects of the migration and recommend a migration alternative that will better fit the system.

As an example, we show in Figure 2 an example of annotations to the architectural description presented in Figure 1. In the example shown in Figure 2 a transaction – between a component for data mining and a persistence component within the data layer – is annotated in terms of the origin and destination of the relation (at the top of Figure 2) together with the information related to the frequency of the transaction, the amount of data transferred, and values related to the delay, e.g. average delay, its variance, or the peak delay value registered (at the bottom of Figure 2).

For our approach, it is important to describe the transactions between components but it is also crucial to consider legal and regulatory constraints as well as functional and non-functional requirements. This information will enable our proposed framework to be more accurate in the estimation of how the target system will perform after migration while complying with the users' requirements.

There are several requirements which will have a big impact on the migration alternative generation. An example of a functional requirement that might affect the migration process is whether a component needs to be run in a specific middleware (e.g. JBOSS). As a result, the target cloud offering for that component is required to be able to run that middleware. As for the non-functional requirements, the proposed framework will consider information related to data privacy (e.g. what can be where), cost, or offered Quality of Service (QoS).

### 4.2 Migration strategies generation

Our cloud migration framework takes into account the input from the previous phase to generate several complying migration alternatives. The migration alternatives follow a deployment on both the cloud and the local premises in order to cope with security and legacy issues associated with the migration. This deployment benefits from the possibilities offered by cloud computing while respecting the fulfilment of the SLA and the respect to policy constraints.

The migration alternatives are generated based on a model for component placement. The goal is to bring the application to a cloud computing environment with the aim of maximizing the monetary benefits as well as respecting the functional and non-functional requirements defined in the previous phase. Let us consider a system $S$ with several internal and external (to the local data centre) users $U_w, 1 \leq w \leq m$. The users are clustered in these two groups as an internal user would be preferably routed to the local data centre, whereas an external one might better fit to an interaction with a component in a cloud infrastructure. The system described within the previous phase (see Section 4.1 and Figure 1) runs several applications, each composed of several components, $C_i, 1 \leq i \leq n$ that communicate with each other. The transactions within the system are described in a transactional matrix $TM = \{C_i, \delta_{ij}\}$, where $C_i$ is either a user or another component. The transactional matrix is annotated with the frequency and data exchange per transaction.

The output of this phase will consist of several migration alternatives, $M_r, 1 \leq r \leq p$, where $M$ is a set of components $C$ to be migrated to a cloud environment. In the end we face a maximization problem:

\[
\text{Max} \quad \text{Benefits}(M) - \text{InternetCosts}(M)
\]

Subject to

- Policies
- Fulfilment of the performance requirements
- Respect to pre-existing interdependencies

**Benefits(M)**

The benefits of moving a system to cloud-based infrastructures is expressed as the difference between how much it used to cost to run a system and how much it costs after the migration. The benefits stem from the fact that large data centres are able to offer cheaper computation, storage and networking. These large data centres benefit from being economies of scale and let the user request resources on-demand. Therefore, the user does not have to incur higher costs by over-provisioning. Furthermore, moving applications to a cloud environment lowers the operational expenses due to the outsourcing of the IT department. Applications prone to benefit from cloud computing are those which involve either computing or storage-intensive tasks (e.g.
Business Intelligence applications; particularly in cases as described in Scenario 1 within section 2.2). The estimation of the economic benefits due to migration is not easy and depends on the pricing model of the cloud environment where the application will be finally deployed. In any case it is one of the main drivers of the migration alternative generation.

**InternetCosts(M)**

As a result of the re-deployment, the system will incur increased communication costs due to the introduction of wider communication links between components which used to be at the same location. Due to the fact that those components leverage the Internet in order to communicate between remote locations, i.e. the local data centre and the cloud premises, the increased internet costs between them are factored in our model (particularly visible in Scenarios 3 and 4). These costs have to be included in the model as they will counterbalance the economic benefits due to the migration to a cloud infrastructure (Benefits(M))

**Policies**

The resulting migration alternative has to respect the security requirements of the user and respect the privacy of sensitive data. In fact this is one of the reasons that lead us to advocate for a deployment on cloud-based infrastructures and the local premises in order to respect the data sensitivity, enterprise-specific constraints, industry-specific laws and regulations, and national privacy requirements.

**Fulfilment of the performance requirements**

Due to the changes in the placement of components, the overall behaviour of the target system may change but the QoS requirements of the user have to be met. Once some components are migrated to a cloud infrastructure, some delays might appear as those components interact with some others which remained locally (at the local data centre) in order to get some computation or data from them. Those delays appear because a wide-area link has been introduced between components which used to interact within the same location (as seen in Scenario 2). Let us consider that those delays trespass a given threshold, some components. In this scenario, most likely some components could not be moved to the cloud infrastructure in order not to damage the QoS.

**Respect to pre-existing interdependencies**

The logic of the system and the interdependencies have to be nevertheless maintained after migration. That is, if a component had some dependency with another one, this relation somehow has to exist in the new deployment after migration.

### 4.3 Deployment Options Ranking

The several migration strategies generated in the previous phase are ranked based on customer's requirements and the features offered by the different cloud offerings regarded as options for deployment. The different deployments on different cloud offerings present a myriad of Key Performance Indicators (KPI) with many attributes and sub attributes. As a result, deciding what option is the best-fitting one is a complex task due to its multiple criteria decision-making nature [34]. An additional difficulty originates in some attributes which are rather qualitative and therefore it is not immediate to give them a numerical value. Security and trust are typical examples of this kind of attributes.

The ranking mechanism we propose is based on a well-known process to solve these complex multiple criteria decision-making problems, namely the Analytic Hierarchy Process (AHP) [35]. We propose to leverage AHP in order to create a hierarchy structure of attributes that will lead to the identification of the best migration alternative according to the consumer's requirements. The first step within the AHP is to decompose the problem and select the relevant criteria. We model the problem in three levels (bottom-up): (1) alternatives to achieve the decision goal, (2) the several criteria applicable to evaluate those alternatives, and (3) the decision goal itself (see 4.3.1). The second step is to establish priorities between the criteria of the hierarchy by using pair wise comparisons between those elements in order to help decision makers to judge what the best option is. As a result of this step the criteria will be ordered depending on the assigned priority (see 4.3.2). Next, the priorities of the criteria in the hierarchy are combined with the different values given to those properties for every alternative (see 4.3.3). Finally, the consistency of the judgments is checked and a final decision is taken (see 4.3.4).

#### 4.3.1 Problem decomposition and selection of criteria

Figure 3 presents a generic example of the AHP hierarchy. On the upper layer the main goal is stated. In our case it is to find the better strategy fitting the requirements described by the decision maker. On the bottom layer the different migration strategies generated by our framework (see section 3.2). The intermediate layer contains the different criteria and attributes related to moving an application to cloud environments. Some criteria are essential requirements which must be present in the elected alternative whereas others are rated depending on their importance for the system targeted for migration.

![Figure 3 AHP hierarchy](image)

#### 4.3.2 Criteria prioritization

In order to be able to compare the different migration alternatives at the bottom, we need to assign weights (i.e. relative importance) to the criteria on the second layer. Pair wise comparisons of the criteria on the second layer are presented to the decision maker so that a criterion can be rated relative to another one. As suggested by [35], the rating is done in a 1 to 9 scale, from equal importance to extremely more important. Additionally, a user can arbitrary assign a weight to a criterion but afterwards the criteria will need to be normalized in order to let them be comparable.

#### 4.3.3 Scoring

The migration alternatives in the bottom layer will have a numeric value for the criteria prioritized in the previous phase. Sometimes it is not possible to quantify some attributes and therefore the relative weights will be assigned to the migration alternatives based on the literature [36]. Firstly, the units of both values have to be the same to make them comparable. Further, different comparison metrics will be offered in order to compare those non-quantifiable attributes.

#### 4.3.4 Decision making

From the previous phase, the scores for each criterion are combined with the relative importance of those criteria relative to the others and the cloud offering characteristics [37]. For every attribute on the second layer (see Figure 3), the combination of
priority and value is aggregated for every alternative for migration. Finally, that alternative ranking higher will be picked.

5. CONCLUSION

Although cloud computing offers many benefits, the migration to a cloud-based architecture needs to be carefully planned. Decision makers interested in migrating their applications to cloud-enabled environments need to take many criteria into account in order to adopt an adequate migration strategy. This paper calls for a cloud migration framework to assist in the moving of the target application by following a local and cloud deployment model instead of an all-or-nothing approach. Our framework envisions how parts of the application are kept locally while others parts are migrated to cloud infrastructures. The decision making process of how to move the application to cloud environments is supported by a model for component placement and the implementation of the Analytical Hierarchy Process. Finally, both the whole framework and models are applied to the case of migrating BI applications to a cloud offering.

Due to the sensitive nature of the data within BI systems, we consider that a BI system cannot be easily and completely moved to a cloud environment. We envision four different scenarios in which BI applications are moved to cloud infrastructures. We present the scenarios and explicitly state what parts of the system are outsourced and what parts are not. The challenges and opportunities associated to the scenarios are shown. We explain how BI solutions can leverage cloud computing for the cost-efficient execution of computing and storage-intensive tasks.

This is an ongoing research work which, as a result, will bring a refined version of the cloud migration framework that is implemented prototypically and – on these bases – evaluated in an industry setting. The next steps of our research are to clearly identify the criteria driving the migration decisions for every kind of system and for Business Intelligence systems in particular. Based on those criteria the model will be implemented and utilized to generate optimal migration alternatives. Further, we will explore the cloud selection process and incorporate cloud offering criteria. Finally, we will further structure and detail the BI scenarios in order to apply our cloud migration framework. This last step will serve as evaluation phase.
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