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ABSTRACT

Predicting the performance of a computer program facilitates its efficient design, deployment, and problem detection. However, predicting performance of multithreaded programs is complicated by complex locking behavior and concurrent usage of computational resources. Existing performance models either require running the program in many different configurations or impose restrictions on the types of programs that can be modeled.

This paper presents our approach towards building performance models that do not require vast amounts of training data. Our models are built using a combination of queuing networks and probabilistic call graphs. All necessary information is collected using static and dynamic analyses of a single run of the program. In our experiments these models were able to accurately predict performance of different types of multithreaded programs and detected those configurations that result in the programs’ high performance.

Categories and Subject Descriptors
C.4 [Computer Systems Organization]: Performance of systems—Modeling techniques; D.2.9 [Software Engineering]: Management—Software configuration management; I.6 [Computing Methodologies]: Simulation and Modeling

General Terms
Performance
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1. INTRODUCTION

Performance is an important characteristic of any software system. It depends on various factors, such as the architecture of the program, properties of the underlying hardware, and characteristics of the system’s workload. The performance is also strongly influenced by values of configuration options of the program. Examples of such options can be the size of the internal cache for input-output (I/O) operations or the number of working threads.

Proper understanding of how the configuration of the system affects its performance is essential for many applications. Usually this requires building a performance prediction model of the system. This model should be able to predict performance characteristics of the system for different configurations, which include variations in workload, configuration options, and characteristics of the hardware.

Performance prediction models can be useful in various scenarios. During the program’s development, such models can estimate the program’s performance characteristics and thus help detecting potential problems early. Once the program is deployed, performance models can discover configurations of the system that result in its high performance on a particular platform. Similarly, models may be used for answering “what-if” questions, such as “how will the throughput change if I doubled the number of working threads?”

Performance models become a central component in building self-configuring and autonomic systems. Here prediction results are used to dynamically reconfigure the system to achieve a higher performance. Performance prediction can be used to schedule tasks on high-performance computer systems and large clusters. This allows for both reducing the running time of the program and increasing utilization of the computation resources. Finally, the performance model can be useful in detecting run-time problems with the application. A large discrepancy between predicted and actual performance measurements may be a sign of an anomalous behavior of the system.

Building models of multithreaded programs is not easy. It requires carefully modeling the complex locking behavior of the application and concurrent usage of various computational resources such as the CPU and the I/O subsystem. As a result, existing performance models either impose restrictions on the types of programs that can be modeled or require collecting vast amounts of data about the performance of the system in different configurations. Such limitations often make these models impractical.

Our work attempts to overcome these limitations. We develop an innovative technique that requires less data to build the model and allows modeling of a wider range of applications. These models can predict performance of multithreaded programs running in various configurations under the established workload. Our models also predict performance of individual program components and utilization of compu-
tational resources, which facilitates performance analysis of the system and bottleneck detection.

In our research we use a combination of static and dynamic analyses to collect information about the program. We analyze the program, instrument it at the key points, and run it in a certain configuration to collect the necessary data.

We use the discrete event approach to simulate computer programs. At the high level we represent a program using a queuing model whose queues correspond to queues and buffers in the program, and whose servers correspond to the program’s threads. Each thread is simulated using a probabilistic call graph whose vertices correspond to fragments of the program’s code.

For modeling purposes we split the program into fragments; each fragment performing an elementary operation such as CPU-bound computations, I/O operations, synchronizations, buffering, etc. These fragments correspond to appropriate components in the model. This approach contrasts with less generic models, where the program is viewed as a combination of high level constructs specific to the kind of the program being simulated, for example an MPI call.

As a result, our models allow simulating almost any multi-threaded program. To further increase flexibility of the modeling, components that simulate underlying OS and hardware are independent of the model of the program. To verify feasibility of our approach we have built models of the simple scientific computing application and the web server running under the Linux OS.

Our work extends the existing state of the art in the area of performance modeling in several aspects:

- our modeling framework is not restricted to simulation of a single class of multithreaded applications and can be used to simulate a wider range of programs;
- we propose a simple yet powerful technique to model I/O operations in the program, including simulation of both hardware and software components of the I/O subsystem;
- we pay strong attention to the proper simulation of the concurrent usage of computation resources.

The remainder of this paper is organized as follows. Section 2 surveys the related work in the area. Section 3 outlines the general approach towards building the model. Section 4 describes the model itself. Section 5 focuses on data collection. Section 6 presents experimental results. Section 7 concludes and outlines directions for future work.

2. RELATED WORK

Existing performance models can be divided into three main classes according to the method they use: analytical models, black-box models, and simulation models. Despite implementation differences, at the high level all of them represent the system as a function \( y = f(x) \). Here \( x \) are metrics describing system’s configuration and workload, and \( y \) is some measure of the system’s performance.

Analytical models explicitly specify the function \( f(x) \) using a set of formulas. N. Bemani and A. Menasce [15] used analytical model in the controller for the autonomic data center. E. Thereska and D. Narayanan [23], [16] used such models to predict performance of the DBMS depending on the size of the buffer pool. These studies report relative error \( \varepsilon \leq 0.1 \) for predicting throughput and \( \varepsilon \in (0.33, 0.68) \) for predicting response time. However, it is not clear if the presented methodology can be easily applied to other applications or if it can incorporate other parameters.

Analytical models are compact and expressive; however, their development requires considerable mathematical skills and deep understanding of the system. Moreover, complex behavior is difficult to describe with analytical models.

Black-box or statistical models are used to alleviate these problems. They utilize no information about the internal structure of the system and do not formulate the function \( y = f(x) \) explicitly. Instead, the program is executed in different configurations and its performance is measured. Then some machine learning technique is used to learn the \( y = f(x) \) dependency from the data.

In particular, B. Lee et al. [14] used linear regression and neural networks to predict performance of the linear equation solver running on the grid; they report \( \varepsilon \in (0.02, 0.11) \). A. Ganapathi et al. [7] used a technique based on the k-NN method to predict performance of the Hadoop queries. They achieved high correlation \( R^2 = 0.87–0.93 \) between predicted and actual running times. Their work [8] uses machine learning techniques to predict the execution time of queries in the DBMS.

Disadvantages of the black-box models are the need for large amount of data to train the model and the lack of flexibility. The system must be run in many different configurations in order to collect sufficient amount of training data. Any change to the software or hardware of the system requires re-training the whole model [20]. Furthermore, these models can predict only high-level performance metrics and cannot give an insight into details of the system’s performance.

There are attempts to work around these limitations. In particular, large amounts of data can be available directly from a user base [21] or from a large number of runs [19]. Unfortunately, these solution works only for very popular applications and can raise privacy concerns. Chun et al. [6] uses internal program features instead of configuration metrics \( x \) to build performance models of CPU-bound programs. This allows reducing the amount of training data for the model, but requires complex program analysis.

Simulation is another popular approach towards performance modeling. The structure of simulation models follows the structure of the system, where components of the system directly correspond to the components of the model. Building these models doesn’t require as much data as black-box models, but requires an expert knowledge of the system.

An example of a simulation model is the PACE framework [18] that predicts performance of CPU-bound applications running on a high-performance computer system. PACE was used to predict the execution time of the \texttt{mreg} image processing application with the \( \varepsilon \leq 0.01 \) [12]. However, PACE is limited to simulation of MPI-based programs.

One traditional tool used for simulation is Petri networks. Nguyen and Apon [17] rely on Petri nets to predict throughput of Linux file system with \( \varepsilon \in (0.12, 0.34) \). Gilmore et al. [9] use PEPA networks, a combination of Petri network and PEPA algebra, to build a model of a secure Web service.

Another well-established simulation methodology is queuing networks, which are extensively used for performance modeling of computer networks. However, van der Mei et al.
used queuing network to study impact of networking parameters at the performance of the web server. IRONModel [22] simulates performance of the experimental cluster-based storage system using the combination of queuing model, black-box, and analytical models.

Layered Queue Networks (LQN) extend the queuing networks by introducing the hierarchy of the model components. Xu et al. [27] uses LQN to build a model of a distributed JavaBeans application with $\epsilon = (0.02, 0.25)$. Israr et al. [11] attempts to automatically build LQN models of commercial message-passing programs from their traces.

Petri nets, queuing models, and LQN are successful in predicting performance of computer networks and distributed programs at the high level. Unfortunately, these models in their classical form fail to properly simulate complex synchronization operations and concurrent usage of computational resources such as CPU and hard drives by multiple threads [26]. Consequently, their applicability to modeling multithreaded applications is limited. In our work we attempt to overcome these limitations.

### 3. MODEL DEFINITION

For the purpose of simulation we represent computations performed by the program as request processing. We denote a request as something the program has to react to. The program processes the request by performing certain operations. The performance of the request processing system can be described by various metrics, such as the response time $R$ (an overall delay between request arrival and its completion), throughput $T$ (the number of requests served in the unit of time), or the number of requests dropped.

This approach naturally allows simulating reactive systems which constitute a majority of modern computer programs. For example, in the web server, the request corresponds to an incoming HTTP connection. The processing of the request includes reading a web-page from the disk and sending it to the user. In the model of the UI application, e.g. a text editor, the request corresponds to a keystroke or a mouse move. The response of the application includes updating its UI and underlying data. Scientific applications can also be simulated in this way. Here, the request can correspond to the object or set of objects in the program. The program responds to the request by performing computations and sending the request to the next component in the system.

We employ a two-tier simulation of computer programs. At the high level, we simulate the program using a queuing network model [13]. At the low level, we simulate threads as probabilistic call graphs. Both types of models are built using discrete-event principles, where the simulation time is advanced by discrete steps and the state of the system does not change between time advances.

The high-level model explicitly simulates the flow of the request as it is being processed by the program, from its arrival to completion. It is a queuing network model where queues correspond to program’s queues and buffers, and servers correspond to the program’s threads.

Our model differs from the classical queuing networks. First, it does not restrict the structure and properties of the model, such as the number of service nodes $n$ or parameters of the arrival process $\lambda$. Second, the server nodes are models on their own that simulate the program’s threads. Finally, the high-level model does not explicitly define service demands for requests; these are simulated by the lower-level thread models. Nevertheless, the high-level model is capable of collecting the same performance measures as queuing models, such as $R$, $T$, or the number of requests in the system $N$.

Figure 1 provides a (somewhat simplified) example of a high-level model for a multithreaded web server. The server works as follows: when the incoming HTTP request arrives, the server calls `accept()` to open a socket for communicating with the client. The request is placed into the queue for incoming connections. Once one of the working threads becomes available, it fetches the request for processing from that queue. The thread verifies that the requested page exists, reads it from the disk and sends it back to the client. When processing of the request is complete, the thread closes a connection and fetches another request from the queue.

The elements of the high-level model reflect basic stages of processing the request by the web server. The request itself corresponds to the socket ID. It is created by a request source, which corresponds to the `accept()` call in the server’s code. Correspondingly, the server node (depicted as a circle) denotes a working thread. The server node itself is implemented as a lower-level thread model. Once the processing is over, the request is sent to the sink, which corresponds to closing the client socket by the server.

Lower-level thread models simulate delays that occur in threads when they process requests. Thread models are implemented as probabilistic call graphs, whose vertices $S$ correspond to the pieces of the thread’s code — code fragments. A special vertex $s_0 \in S$ is a starting code fragment, which is executed upon the thread start. Edges of the graph represent a possible transition of control flow between the code fragments. Probabilities of these transitions are defined with a mapping $\delta : S \rightarrow P(S)$.

We distinguish three basic types of code fragments: computation, I/O, and synchronization fragments. These frag-
ments are represented with vertices of the corresponding type in the call graph. Furthermore, we define special vertices \( s_{in} \) and \( s_{out} \) to communicate with the higher-level queuing model. The input vertices \( s_{in} \) fetch requests from the queues of the high-level queuing model. Output vertices \( s_{out} \) generate requests and send them to the queuing model.

Execution of each code fragment results in the delay \( \tau \). Whereas the call graph structure \( < S, s_0, \delta > \) does not generally change in time, execution times for code fragments depend on various factors, such as the degree of parallelism of the program and characteristics of the underlying hardware. For example, consider multiple threads that perform equal amount of CPU-intense computations. If the number of threads is bigger than the number of CPUs, the amount of time required for each thread to finish computations will be higher than if that thread was running alone. The same logic applies to I/O operations: the amount of time required for an I/O operation to complete strongly depends on the number and properties of other I/O operations occurring at the same time.

As a result, instead of specifying the exact time \( \tau \) required for each code fragment to finish, we rather define a set of parameters \( \Pi \) of that code fragment. In turn, \( \Pi \) will be used to calculate \( \tau \) during the model's runtime.

This necessitates modeling of the underlying hardware and the Operating System (OS). This model will track \( Q(t) \) - the state of the whole simulation at each moment of time \( t \). Thread models use this OS/hardware model to compute \( \tau \) as a function \( \tau = f(\Pi, Q(t)) \). We have developed models of the CPU/Os thread scheduler and the disk I/O subsystem that compute \( \tau \) for computation fragments and disk I/O fragments correspondingly.

Different types of code fragments are described by different sets of parameters. A computation fragment is described by a parameter set \( \Pi_{cpu} = \{ \tau_{cpu} \} \), where \( \tau_{cpu} \) is the CPU time for that fragment. The CPU time is the necessary time to execute the code fragment if it was running on the CPU uninterrupted. A disk I/O fragment is described by \( \Pi_{disk} = \{ dio_1, ..., dio_k \} \), where \( \{ dio_1, ..., dio_k \} \) are low-level disk I/O requests spawned by the OS for that I/O fragment.

4. MODEL BUILDING

Using the methodology described above, we have developed a framework to simulate multithreaded programs written in general-purpose programming languages such as C, C++, or Java. We do not restrict ourselves to modeling programs developed using a certain framework (e.g., MPI). We rather develop a generic approach that can be extended, if necessary, to support different frameworks for parallel programming. Nevertheless we pose several important assumptions on the systems we can simulate. First, we do not predict performance characteristics for each individual request. Instead, we predict average performance of the program for a given workload, which can be a mix of requests with different characteristics. Second, we assume that transition probabilities \( \delta \) remain unchanged across the configuration space of the program. This, in turn, might imply that properties of incoming requests must also remain unchanged in time.

Furthermore, there are limitations caused by the simulation framework in its current state. First, we assume there is no other significant computation or I/O activity in the system, except the program being simulated. Second, currently we can simulate programs running only on the commodity hardware, such as a desktop PC or a general-purpose server. However, these limitations can be alleviated by improving our framework.

We rely on the OMNET [1] simulation framework to build our models. OMNET model consists of interconnected blocks communicating using messages. Internally, blocks and messages are implemented as C++ classes. Although OMNET provides general framework for developing those entities, it is a responsibility of the model developer to implement desired functionality in blocks and messages.

High-level and low-level models contain different types of blocks. High-level models contain blocks that represent request sources, sinks, queues, threads, and program-wide locks (barriers, critical sections etc). The high-level model also contains blocks simulating the I/O subsystem and the thread scheduler. Low-level (thread) models consist of computation blocks, I/O blocks, blocks that simulate calls to locks, blocks that read/write data from the high-level model, and dispatch blocks that implement transition probabilities \( \delta \).

Each block has a set of parameters that generally represents properties of the corresponding program structures. Values of the block parameters are obtained during the data collection stage. Since values of parameters for a block representing a code fragment can fluctuate across different executions of that code fragment, we treat them as a distributions \( \Pi \).

The high-level model creates requests, queues them, and sends them to low-level thread models for processing. The request itself is represented as a request message flowing from one block to another. The request normally corresponds to some data item in the real-life program, such as a file descriptor, socket ID, a class instance, or a handle. In the high-level model threads appear as "black boxes" without any notion of their internal structure. Each thread is represented as a separate block, such that, if the program has 8 working threads, it has 8 such blocks.

The Figure 2 shows the high-level model for the Galaxy – a simple scientific application. Here requests correspond to Java objects, and arrows depict how requests flow between the model’s blocks. The model contains two working threads that interact through two queues, and one main thread. Details of the thread are simulated by the lower-level thread models. Here the thread is represented as a group of blocks that corresponds to the vertices \( S \) of its probabilistic call graph. Execution flow in a thread is also simulated by the message passing. When the model of the program is started, the computation flow message (CFM) is created for every thread and is sent to its initial block \( s_0 \). Then the computation flow message starts traveling through the call graph of the thread, which simulates the execution of the actual thread. Flow of the message is controlled by the dispatch blocks that reroute the message to other blocks in the model according to the probabilities \( \delta \).

The Figure 3 shows thread models for the Galaxy. Here arrows depict flow of the CFM between the threads’ code blocks. The CFMs are created using the sourceOnce blocks. It must be noted that in addition to blocks that represent fragments of the program’s code, thread models also contain service blocks used to control simulation and collect results. In particular, the setTimer/readTimer blocks measure the time necessary for the CFM to travel between those, which
allows predicting execution time for fragments of the program. The stopper block stops the simulation after receiving the predefined number of CFMs.

To pass the request message in and out of the thread we rely on a special group of blocks in the thread model – reader and writer blocks that implement $s_{in}, s_{out}$ actions of our formal model. Once the CFM reaches the reader block, that block fetches the request message from the queue or from another source in the high-level model. If no request is available, the reader either delays the CFM until the request becomes available, thus effectively blocking the execution of the thread (which might correspond to a locking behavior in the producer-consumer pattern), or just reroutes the CFM. Correspondingly, when the CFM reaches the writer block, the block outputs the request message to the high-level model. The thread model shown at the Figure 3 (right) has a pair of reader/writer blocks that access a queue in the high-level model.

4.1 Simulating Delays in Thread Execution

As the CFM travels through the thread model, various blocks can delay its passage, thus simulating delays $\tau$ that occur during the thread execution. These delays occur because of CPU-intense computations, I/O activities, or when execution of the thread is blocked by synchronization mechanisms such as critical sections or semaphores.

To simulate these delays, we employ two groups of blocks: caller blocks and central blocks. Different types of caller and central blocks are used to simulate different types of delays. However, all of them interact according to the same principle.

Caller blocks are parts of the thread model. When the caller block receives a CFM, it delays that message and notifies the corresponding central block using a separate message. The exact type of that message depends on the type of the caller/central block pair. The parameters of the message are sampled from the $\Pi_{\tau}$ distribution over the parameters for the caller block.

The central block is a part of a high-level model. Once it receives the message from the caller block, it updates the internal state of the model $Q(t)$. Then, it uses message parameters and the $Q(t)$ to simulate the delay $\tau$. Once the delay has passed, the central block sends the message back to the caller block. The caller block in turn sends the original CFM to the next block in the thread model.

4.1.1 Simulating synchronization delays

To simulate high-level synchronization primitives in the program the modeling framework employs a wide range of different block types. Every lock in the program is represented by a corresponding central block. Parameters of the central block correspond to properties of the lock. For example, the barrier block has one parameter – the capacity of the barrier. Correspondingly, caller blocks represent calls to these locks. Every type of synchronization primitive is represented by different central/caller block pair. For example, the barrier is represented by a SyncBarrier central block; calls to that barrier are represented by SyncBarrier_await caller blocks.

These blocks explicitly simulate the functioning of the lock. When the caller block sends the synchronization message to the central block, the central block updates its internal state accordingly and makes a decision if the calling thread should block or not. If the thread should not block, the central block sends the synchronization message back to the caller immediately. However, if the central block decides that the calling thread must wait, it delays sending the synchronization message back until the caller can be unblocked.

The high-level model shown at the Figure 2 contains four central blocks that represent barriers and one central block that represents the critical section. Correspondingly, the thread models at the Figure 3 contain caller blocks that call these central blocks.

4.1.2 Simulating Computations

To simulate delays that occur due to CPU-intense computations the model uses a combination of computation blocks (caller blocks) and a CPU/Scheduler block (a central block). In addition to simulating delays, the CPU/Scheduler also predicts CPU utilization by the program.

When the computation block sends the computation message to the CPU/Scheduler block, it passes a $\tau_{cpu}$ as a parameter of that message. $\tau_{cpu}$ is sampled from the $\Pi_{\tau_{cpu}}$ for the corresponding code fragment. The CPU/Scheduler block simulates the CPU with the given number of cores and the round-robin OS thread scheduler with equal priority of all the threads. Once the CPU/Scheduler receives a message from the computation block, it puts that message into the queue of “ready” threads. When one of the computation cores of the simulated CPU frees, the CPU/Scheduler takes the first message out of the “ready” queue and simulates computations by introducing a delay whose length is equal to $\min(\tau_{cpu}, OS\ time\ quantum)$. After the delay is expired, the CPU/Scheduler either sends the message back to the origin block (in case computations are complete) or places it back into the “ready” queue, where it awaits another time quantum. The length of the time quantum is sampled from the distribution that represents quantum length of the actual Linux thread scheduler.

In our example the high-level model contains the $cpuScheduler$ block, which implements the model of the CPU/Scheduler. Each of thread models contain one computation block that call $cpuScheduler$.

4.1.3 Simulating Disk I/O

To simulate delays that occur because of the disk I/O the model uses a combination of DiskIOOperation (caller block) and DiskIOModule (central block). DiskIOModule simulates the disk I/O subsystem of a computer and also predicts disk utilization.

DiskIOOperation represents a disk I/O fragment. When the DiskIOOperation block receives the CFM, it retrieves the number $k$ and parameters of the low-level I/O messages $\{dio_{i} \}$ from the distribution $P_{disk}$. In the case of the cache hit the $k = 0$, and the DiskIOOperation immediately sends the CFM to the next block. Otherwise the DiskIOOperation sends $k$ disk I/O messages to the DiskIOModule block. Each message represents a low-level I/O request $dio_{i}$, $i \in \{1, \ldots, k\}$. These messages are sent to the DiskIOModule sequentially. If the message represents a synchronous operation, the DiskIOOperation waits for its completion before sending the next disk I/O message. Otherwise it sends the next disk I/O message to the DiskIOModule immediately.

The DiskIOModule combines models of the I/O scheduler and the hard drive. The disk I/O message is initially
sent to the model of the I/O scheduler. If the hard drive is idle at the moment, the I/O scheduler model sends the request directly to the hard drive model. Otherwise, the disk I/O message is placed in the queue that simulates the request queue of the actual I/O scheduler. When the hard drive model becomes available, it fetches the next request to be processed from that queue. The real I/O scheduler orders requests according to the index of the disk block they are accessing, but since this information is not known to the model, the hard drive model fetches requests from the random positions of the queue.

The model of the hard drive calculates the disk processing time $\tau_{\text{disk}}$ for the request and delays the request for that time. However, $\tau_{\text{disk}}$ depends on parameters of the request, such as the amount of data transferred, locality of the operation (how close are disk sectors accessed by different requests etc), and other factors. To account for these, the model treats $\tau_{\text{disk}}$ as conditional distribution $P(\tau_{\text{disk}}|x_{\text{dio}})$, where $x_{\text{dio}}$ are parameters of the I/O request. As for now we use the type of the request (synchronous read, metadata read, read-ahead) as a parameter, since it implicitly represents the locality of the I/O operation. In particular, read-ahead requests usually do not require the disk seek operation and, thus, have significantly shorter $\tau_{\text{disk}}$. Currently, we are working on incorporating other request parameters to increase the overall accuracy of simulation.

4.2 Simulating OS limits

OS can impose a variety of limits on the program such as the maximum number of open file descriptors. These limits can severely affect the program’s behavior and can be viewed as additional parameters of the system.

To simulate OS limits we have also implemented a combination of a central block and caller blocks. A code fragment that attempts to acquire some resource (such as a call to accept() or open() functions that acquire a file descriptor) is represented by a caller block. When the CFM arrives to the caller block, the block calls an OSLimits central block and requests to allocate an instance of corresponding resource. OSLimits updates the state of the system and notifies the caller if the resource was granted or not. The result of the call is logged by the caller block for the further analysis. Moreover, it can be used to reroute the CFM if the request was denied, thus simulating the behavior of the real program.

5. DATA COLLECTION

Building models of the multithreaded program requires collecting following information about the program itself as well as the underlying OS and the hardware:

- information on thread interaction in the program, including synchronization mechanisms and request queues;
- probabilistic call graphs $<S,s_0,\delta>$ for all the threads;
- parameters II of individual code fragments;
- performance characteristics of the underlying OS and hardware.

To collect this data we analyze the system, instrument it, and run it in one specific configuration. This is a major advantage over the black-box methods, which require running the program in a large number of configurations.

We utilize a mixed approach towards program analysis. We manually analyze the program at the high-level to establish its structure and use automated solutions to obtain the rest of the data.

During the manual analysis we determine the general sequence of operations that happen during the request processing. First we identify synchronization mechanisms and working threads. Then we analyze the threads’ code to detect code fragments and determine their types. Next, we instrument the program by inserting probes at the borders of individual code fragments. Each probe is identified by the unique ID, thus each code fragment can be uniquely identified by the pair of IDs of surrounding probes. Program instrumentation completes manual analysis of the program. The rest of the data collection is performed automatically.

To collect information on code fragments we run the instrumented program in one representative configuration. When the probe is hit during the program’s execution, we record CPU time $\tau_{\text{cpu}}$ and wallclock time $\tau$ for the code fragment. Our instrumentation is very lightweight: every probe slows the execution of the program in average by 1-2 microseconds. To further decrease instrumentation overhead, we rely on statistical sampling [10].

Once execution of the program has finished, the instrumentation log is analyzed automatically and the following information is retrieved:

- $\tau_{\text{cpu}}$ for all code fragments, which forms $\pi_{\text{cpu}}$;
- transition probabilities $\delta$ for each thread;
- $\tau$ for all code fragments;
- performance metrics of the program, such as the response time $R$, throughput $T$ etc.

$\tau$ and performance metrics $(R, T)$ are used solely for analyzing simulation results and model debugging.

Unfortunately, the user-mode log does not include information on I/O operations and page cache usage. To capture this data we instrument following places of the Linux kernel using the SystemTap framework [2]:

- start and end of the system call routines that can initiate I/O requests, such as sys_read() or sys_stat();
- the generic_make_request() function, which inserts the request for the low-level I/O operation into the queue of the I/O scheduler;
- the blk_start_request() function, which is called when the I/O scheduler passes a request to the physical device (a hard drive);
- I/O completion routines.

This instrumentation yields the following measurements:

- the number $k$ and properties of I/O requests $\{dio_1, ..., dio_k\}$ issued by the system call. Properties of the request include type of the request (synchronous read, metadata read, read-ahead), and amount of data transferred. Altogether this data comprise the distribution of parameters $P_{\text{disk}}$ for the corresponding disk I/O fragment;
• $\tau_{\text{disk}}$: the amount of time required to process the I/O request by the hard drive. $\tau_{\text{disk}}$ is calculated as the time difference between the call to the `blk_start_request()` and the completion routine. $\tau_{\text{disk}}$ is used to build the model of the I/O subsystem;

• $\tau_{\text{io}}$: total time required for I/O request to complete, which is the sum of the time spent in the I/O scheduler queue and $\tau_{\text{disk}}$. $\tau_{\text{io}}$ is calculated as the time difference between the call to the `generic_make_request()` and the completion routine. $\tau_{\text{io}}$ is used to verify the model of the I/O subsystem.

The number of I/O requests $k$ is an important parameter of an I/O code fragment, as it implicitly represents the probability of hitting the OS page cache. As the value of $k$ varies for different requests, it should be considered a random variable.

It has been shown [25] that the cache of a constant size can be represented as a birth-death process. If there are no changes in parameters of the incoming requests, such a process converges to the equilibrium state, where the probability of a cache hit remains constant. Unfortunately, in the general case the size of the OS page cache can vary. But if our initial assumptions (absence of other significant activity in the system and no rapid changes in the workload) hold, the size of the OS page cache should not change. As a result, the probability of cache hit should also remain the same.

To validate this claim we conducted a series of experiments with the web server that uses `stat()` and `read()` functions to access data on the hard drive. These experiments confirmed that, after serving a large number of requests, the system reaches an equilibrium state and the distribution of $k$ does not change. This is an important observation as it allows us to easily simulate the OS page cache. To bring a system into an equilibrium state we issue a large number (around $10^5$) of “warm-up” requests prior to taking actual measurements of $k$.

### 6. MODEL VERIFICATION

To test our approach for performance prediction we built models of two multithreaded programs. These programs are very different in their purpose, architecture, behavior, and programming languages and thus can be representative for a larger class of applications. The first program is Galaxy, a CPU-bound scientific computing application. The second program is tinyhttpd, a disk I/O-bound web server. Instrumented source code and models for these programs can be downloaded from [3]. We have created other models which are not presented here due to space constraints.

To estimate accuracy of the model we ran the program in different configurations and recorded actual performance of the program for each configuration. Afterwards we simulate the program in same configurations and record predicted performance. Then we calculate relative error $\varepsilon$ between measured and predicted performance metrics as $\varepsilon = \frac{|\text{measured} - \text{predicted}|}{\text{measured}}$.

The higher is the relative error the worse is the accuracy of prediction. For the ideal model that predicts the program’s performance without any errors $\varepsilon = 0$.

All our experiments were conducted on a PC equipped with an Intel Q6600 quad-core 2.4 GHz CPU, 4 GB RAM and 160 GB hard drive running under the Ubuntu Linux 10.04 OS.

#### 6.1 Galaxy: the n-body simulator

Galaxy is a simple Java scientific computing application that simulates the gravitational interaction of multiple celestial bodies. Although mostly used as an educational example, this program employs a variety of synchronization techniques and is a good representative of a multithreaded scientific application.

Galaxy uses a conventional approach to the problem of n-bodies simulation. It discretizes time into small steps and calculates movements of objects during each such step. To achieve good performance, the Galaxy implements the Barnes-Hut [5] algorithm, which involves building an octree.

A single iteration of the Galaxy algorithm involves three major actions in a strict order: calculating forces acting on bodies and updating bodies’ positions; rebuilding the octree; and checking bodies for collisions. The length of iteration can be viewed as a response time $R$ and thus represents the most important performance metric of the Galaxy.

Galaxy uses multiple thread pools to speed up computations. The first thread pool ("force threads") calculates forces and updates positions of the bodies, while the second thread pool ("collision threads") detects body collisions. Thread pools communicate through synchronized queues. The ordering of operations is enforced by the main thread of the program, which uses barriers to synchronize threads in thread pools. The main thread is also responsible for rebuilding the octree.

Configuration options of the Galaxy include two parameters that directly influence performance of the program: the number of force threads and the number of collision threads. To cover all the configurations that are adequate for our hardware we experimented with 1, 2, 4, 6, 8, 12, and 16 force threads and collision threads. Overall configuration space included 49 configurations, which includes all possible combinations of the number of force and collision threads.

We ran Galaxy in all 49 configurations. In every configuration Galaxy was used to simulate 10000 bodies for 1000 iterations (in all the experiments we assume that our test workloads are representative). To get reliable measurements of the program’s performance three runs were performed in each configuration. Iteration lengths $R$ were recorded during each run; their mean value $\bar{R}$ was used as an actual value of $R_{\text{measured}}$ for each configuration of the Galaxy.

One noteworthy finding is that the Galaxy iteration length depends mostly on the number of force threads, and only slightly on the number of collision threads. This can be explained by the fact that force calculations are significantly more expensive than the collision checks. However, the overall performance of the Galaxy highly depends on the number of collisions. As simulation time advances, many objects are getting merged during the collisions, so the Galaxy must perform less computations. This observation is important since the model must accurately simulate such a complex behavior.

We manually built both high-level and thread models of the Galaxy. The high-level model is shown at the Figure 2. Upon model initialization requests are created by the `fill Bodies` block, which sends them to the `positionsQueue`. `positionsQueue` and `forcesQueue` are queue blocks that represent synchronized queues in the program.
thread and galaxy_collisionthread blocks represent the force thread and the collision thread, while the galaxy_mainthread block represents the main thread of the program.

Low-level thread models for the Galaxy are shown at the Figure 3 (the model of the collision thread is not shown due to the lack of space). The model of the main thread contains four blocks that call corresponding barrier blocks of the high-level model. wakeForces_await and wakeForcesDone_await blocks are used to wake up/suspend force threads, while wakeCollisions_await and wakeCollisionsDone_await do same for the collision threads. The octreeBuild computation block simulates rebuilding the octree.

Finally, wakeForces_await block suspends the thread until it is waken up by the the central thread during the next iteration.

To define parameters for the low-level thread models we instrumented Galaxy code with 29 probes and ran it in the configuration with 2 force threads and 2 collision threads. In these experiments the probability of collision was $1.01 \times 10^{-5}$, the mean value of $\tau_{cpu}(\text{octreeBuild}) = 5.40 \times 10^{-3}$ sec, and $\tau_{cpu}(\text{calcForcesPositions}) = 4.33 \times 10^{-5}$ sec.

We used the model to predict the iteration length of the Galaxy in each configuration. Similarly, the model was ran three times in each configuration and the average iteration lengths was used as a predicted value $R_{predicted}$. The comparison of actual and predicted iteration lengths is shown at the Figure 4.

The relative error varies in $\varepsilon \in (0.002, 0.179)$ depending on the program configuration. The average error measured across all the configurations is $\overline{\varepsilon} = 0.073$, which is comparable to statistical prediction models [14], [6]. Relative errors for all the configurations are listed in the Table 1.

These results convince us that the model predicts iteration length of Galaxy with reasonable accuracy. Furthermore, the model locates those configurations that result in the high performance of the program. In particular, it cor-
Table 1: Relative errors for predicting the Galaxy iteration length

<table>
<thead>
<tr>
<th>Num. collision threads</th>
<th>The number of force threads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>16</td>
</tr>
</tbody>
</table>

Table 2: Predicted average CPU utilization for the Galaxy, %

<table>
<thead>
<tr>
<th>Num. collision threads</th>
<th>The number of force threads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>16</td>
</tr>
</tbody>
</table>

rectly points that the number of force processing threads must be >= 4, while the number of collision threads has no significant impact on Galaxy performance.

Table 2 provides the predicted CPU utilization values for the Galaxy on the test system averaged over the whole run (value of 100% denotes a full utilization of a single CPU core). Note that on average Galaxy never fully utilizes all four CPU cores. Although force calculations and collision detections are perfectly parallelizable and can utilize all the CPU cores, rebuilding the octree is not a parallelizable operation. It is executed only by a main thread, which can use only a single CPU core at a time. Information on CPU utilization can be used to improve the Galaxy algorithm and further tune configuration options of the program.

6.2 tinyhttpd: the web server

Predicting performance of the web server is a more complex task since it involves simulating not only computations, but also I/O operations. In our work we built the model of a tinyhttpd multithreaded web server [4]. tinyhttpd is written on C programming language. It is simple and compact, which facilitates its analysis, but at the same time it is representative for a large class of server applications.

When the tinyhttpd receives an incoming request, it puts the request into the queue until one of its working threads becomes available. The working thread then picks the request from the queue, retrieves the local path to the requested file, and verifies its existence using a stat() function. If the file exists, the thread opens it for reading. If the file was opened successfully, the thread reads the file in 1024-byte chunks and sends them to the client. Otherwise it sends the “Internal Server Error” response. Once data transfer is complete, the working thread closes the connection and picks up the next incoming request from the queue.

In our experiments we used the tinyhttpd to host 200000 static web pages from the Wikipedia archive. According to the common practice, atime functionality was disabled to improve performance of the server. We used the http_load software [6] to simulate client connections to our web server. http_load is running on a client computer (Intel 2.4 GHz dual-core CPU, 4 GB RAM, 250 GB HDD) connected to the server with a 100 MBit Ethernet LAN.

The main metric we used to measure the performance of a web server was the response time \( R \). We define \( R \) as a time difference between accepting the incoming connection and sending the response (more accurately – closing the communication socket). In addition to \( R \) we also measured the total throughput \( T \) and the number of error responses.

The configuration space of the web server includes two parameters: the incoming request rate (IRR) and the number of working threads of the web server. By varying the IRR we simulate behavior of the web server under the different load. In our experiments we vary IRR from 10 requests per second (rps) to 130 rps with the step of 10 rps. The number of working threads is the only configuration parameter of the web server itself that affects its performance. We run the web server with 2, 4, 6 and 8 working threads.

As a result, the total number of different experimental configurations is 13^4=52, which includes all the possible combinations of the number of threads and incoming request rates. For each configuration we ran both the actual program and its model and record average values of performance metrics. During each run 10,000 requests were issued; every run was repeated six times to get averaged results for each configuration.

Depending on the values of IRR the web server has two distinct states of operation (see Figure 5). For IRR ≤ 50 rps the I/O subsystem is not fully utilized and the \( R \) is minimal (\( R \leq 60-70 \) rps result in the overload of the I/O subsystem). Processing the request takes longer time, and incoming connections start accumulating in the web server queue. As a result, the web server is brought to the point of the saturation, where it exceeds the OS-imposed limit of 1024 open file descriptors (remember, each connection requires an open file descriptor). The server is unable to open files on the disk for reading, and the number of error responses increases. At this point the \( R \) reaches 14-17 sec. and remains steady. The total throughput \( T \), however, continues to grow as it does not distinguish between requests that fail or return successfully.

One interesting observation is that the number of working threads has a relatively small influence on \( R \). This is explained by the fact that the performance of the web server is largely determined by the performance of the I/O system, and the I/O system (hard drive) can effectively carry out only a single I/O operation at a time. As a result, the increase in the number of parallel operations is negated by a proportional increase in the average execution time for each individual I/O operation. We believe this example illustrates necessity for the proper simulation of I/O operations, as they often becoming a determining factor in the program’s performance.

To build the model of the tinyhttpd, we instrumented its code with 21 probes and ran it in the configuration with 4 threads and IRR=70 rps. Our model predicts the \( R \) for stationary states reasonably well (\( \varepsilon \leq 0.30 \)), but its accuracy decreases at the point of transition (see Table 3). But since the size of the transitional region is small, the average error across all the configurations \( \tau = 0.203 \). The total throughput \( T \) is predicted highly accurately (\( \varepsilon \leq 0.021 \)), but in
order to correctly interpret $T$, one has to take into account the number of error responses. Unfortunately, the model predicts this metric with somewhat lower accuracy: at the transition point $\varepsilon = 1$ and average error $\bar{\varepsilon} = 0.214$. However, the number of failures in the transition region is small ($\leq 10\%$ of all the requests), so even the slight variation in the actual number of failed requests significantly affects prediction accuracy. We expect to further improve accuracy by developing a more sophisticated I/O model. Nevertheless, even with the current simple model our results are comparable to those obtained from a more refined model of the Linux I/O subsystem [17].

Furthermore, the model accurately predicts values of configuration parameters where the transitional behavior occurs. This result is important, since usually the goal of performance models is not just to predict performance of the program across all the possible configurations, but to find those configurations that result in high performance.

The output of the model is not limited to the high-level performance metrics such as $R$ and $T$. It can predict execution time for individual code fragments or groups of code fragments. In particular, for tinyhttpd it also predicts the overall time required for the working thread to process the request ($\varepsilon \in (0.001, 0.340)$, $\bar{\varepsilon} = 0.074$), time necessary to complete for `stat()` ($\varepsilon \in (0.044, 0.456)$, $\bar{\varepsilon} = 0.212$) and `read()` ($\varepsilon \in (0.001, 0.539)$, $\bar{\varepsilon} = 0.151$) calls. This enables us to use the model for finding unobvious bottlenecks in the program. For example in our case it was discovered that a single `stat()` call can take as much time as reading the whole file in 1kb blocks. Furthermore, the model produces readings of hardware resource usage, such as average CPU or hard drive load. Unfortunately, space limitations do not allow us providing elaborated results for these metrics.

7. CONCLUSIONS AND FUTURE WORK

In this paper we presented our approach for modeling performance of the multithreaded computer programs. We pay special attention to simulating concurrent usage of the underlying OS and hardware by multiple threads. As a result, our models do not require extensive amounts of training data and do not pose significant restrictions on the types of programs that can be modeled.

We implemented our methodology in practice by developing an extensive end-to-end framework for simulating multithreaded programs, which includes tools for data collection and model building. Finally, we verified our approach by building models of both CPU- and I/O-bound multithreaded programs.

Our model accurately predicts the performance of multithreaded programs with a high degree of accuracy. The model also allows predicting performance of individual pro-
gram components and usage of computation resources. More importantly, our models accurately predict those configurations of the program that result in its high performance.

These results encourage us to continue working on simulation of computer programs. Most importantly, we plan automate building the models of programs. This would allow us building models of complex applications such as web and DBMS servers, search servers and crawlers. As a first step, we plan developing tools for automatic discovery of I/O and synchronization routines in the program. This would allow instrumenting the program’s code and building probabilistic graphs of the working threads without human intervention. As a more distant prospective, we plan to automate building high-level queuing models of the program.

Moreover, we investigate different approaches towards I/O modeling. We plan developing a purely statistical model of the disk I/O. This model should allow simulating various types of the hardware, such as RAID arrays, and provide higher accuracy. Similarly, we plan developing a model for network I/O since, in certain scenarios, network delays can become dominant of the program’s performance.
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