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Hadoop based Tools and Experience 
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How Hperf Profiler is different from other products? 

 Simple to install 

 Better co-relation between map-reduce task, job and system counters 

 In house – Free 

 No Instrumentation 

 Provides various views to represent system and MR job level details. 

 

 

 

 

 

 

   

 

 Hperf Profiler 

Hperf Profiler views: 
 

 Detailed MR Job view 

 

 Consolidated System Utilization  
 

 Detailed CPU view 
 

 Task Level System Utilization 
 

 Detailed Disk/Network View 
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Profiler data for one of the nodes 

 

       

 Automation of entire recommendation process. 

 Integrating with analytical model for better tuning. 

 Extending the functionality for heterogeneous cluster. 

Easy analysis - Helps in finding optimization opportunities 
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Hperf Tuner 

How Hperf Tuner is different from other products? 

 No free open source MR tuner is available. 

 Rule based tuning (Recommender) [2] 

 Analytical optimization based tuning [1] 

 Auto tuning capability. 

 

 

 

 

 

References: 
1. MRTuner: a toolkit to enable holistic optimization for mapreduce jobs, Proceedings of the VLDB Endowment , 7 Issue 13, August 

2014 ,Pages 1319-1330 (Cost Based Optimization) 

2.  Hadoop Performance Tuning- A Pragmatic & Iterative Approach, Dominqu Heger, CMG USA, 2013. (Rule Based techniques) 

 

Approach: 

 Around 200 MR parameters 

 OS and system level parameters 

 Tune MR parameters to improve application performance 

PERC Publication: 

Scalable Resource Monitoring Tool for Hadoop 2, I Shaikh, Rekha Singhal, CMG INDIA, 2015. 
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Demo – Running the job 

Running MR job with default settings Running MR job with default settings 
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Demo – Job completes 
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MR Profiler demo – Task Level View  

Running profiler to generate inputs for mrtuner Running profiler to generate inputs for mrtuner 
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MR Profiler Demo – Node Level View 
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Graphical Plot from MR Profiler 

 

       

 Automation of entire recommendation process. 

 Integrating with analytical model for better tuning. 

 Extending the functionality for heterogeneous cluster. 
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MR Tuner demo 

Running auto-tuner  

(gathers profiler data from job id) 

Running auto-tuner  

(gathers profiler data from job id) 

Recommended optimal configuration Recommended optimal configuration 
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MR Tuner demo 

Default terasort Default terasort 

Tuned terasort Tuned terasort 
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Case Study for Hive query Optimization 

Parameters Default  Tuned  Description 

mapreduce.job.reduces 
 

-1 
 

4 The default number of reduce tasks per job. -1 indicate 
hive decide number of reduces. 

mapreduce.task.io.sort.mb 100 1 The total amount of buffer memory to use while sorting 
files, in megabytes. 

mapreduce.input.fileinputformat.split.minsize 268435456 1475104145 
 

The minimum size chunk that map input should be split 
into. 

mapreduce.task.io.sort.factor 10 1 The number of streams to merge at once while sorting 
files. This determines the number of open file handles. 

Summary : 

No of maps 88 16 

No of reduces 24 4 

Input data size 20GB 20GB 

Query execution time 224.5sec 127sec Gain = 43% 

Configuration: 4 node each with 8 cores, 4 GB 
RAM. 

Query:  select count(*),logeventid from 
hadoop_bpo_history_log_data_final group by 
logeventid; 
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Case Studies for Hperf Tuner 

Applications Configuration Data size Performance gain/ 

job execution time 

TCS Financial Number of Nodes=8 
cores=4, RAM=16GB  

5GB 40% 

Number of Nodes=8 
cores=4, RAM=16GB  

40GB 36% 

Number of Nodes=8 
Cores=56, RAM=132GB 

7TB 13%+ 

Terasort Number of nodes=8 
Cores=4, RAM=16GB  

5GB 31% 

Number of nodes=8 
Cores=4, RAM=16GB  

10GB 37% 

Telecom Benchmark Number of nodes=3 
Cores=4, RAM=16GB  

32GB 24% 

Internal application  Hive 
query 

Number of nodes=4 
Cores=8, RAM=4GB 

22GB 47% 
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THANK YOU 

 

QUESTIONS ?? 


