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ABSTRACT

Enterprise data warechouses have been doubling every three
years, demanding high compute power and storage capacities. The
industry is expected to meet such compute demands, but dealing
with the dramatic increase in energy requirements will be chal-
lenging. Energy efficiency has already become the top priority for
system developers and data center managers. While system ven-
dors focus on developing energy efficient systems there is a huge
demand for industry-standard workloads and processes to measure
and analyze energy consumption for enterprise data warehouses.
SPEC has developed a power benchmark for single servers
(SPECpower_ssj2008), but so far, no benchmark exists that meas-
ures the power consumption of large, complex systems. In this
paper, we present a simple power consumption model for enter-
prise data warehouses based on the industry standard TPC-H
benchmark. By applying our model to a subset of 7 years of TPC-
H publications, we identify the most power-intensive components
where research and development should focus and also analyze
existing power consumption trends over time. This paper com-
plements a similar study conducted for enterprise OLTP systems
published by the same authors at VLDB 2008 and the Transaction
Processing Performance Council’s initiative of energy metric to
its benchmarks.

Categories and Subject Descriptors
B.8.2 [Hardware]: Performance and Reliability — Performance
Analysis and Design Aids

General Terms
Measurement, Performance, Experimentation, Standardization

Keywords

Power and performance, energy efficiency, benchmarking, soft-
ware performance testing, use of benchmarks in industry and aca-
demia, performance tuning and optimization

1. INTRODUCTION

Companies have realized that despite the recent drop in oil prices,
developing economies will inevitably reach a level of sustained
growth that will eventually cause energy prices to rise and to
reach never-imagined heights in the near future. In the last dec-
ades, performance and purchase price of hardware and software
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were the dominant concerns of data center managers. Consequent-
ly, market forces have driven down the price of hardware and
software while performance has increased substantially, which in
many cases led to the purchase of more systems if performance
bottlenecks occurred. However, over the last few years, the cost of
owning and maintaining large data centers has become a serious
concern for data center managers, especially with the increase in
energy cost.

Reducing power consumption is also at the top of the priority list
for government agencies as they challenge data center managers
and system developers to reduce power consumption. The U.S.
Environmental Protection Agency (EPA) has been working with
various organizations to identify ways in which energy efficiency
can be measured, documented, and implemented not only in data
centers but also in the equipment they house.

Other organizations that have responded to the growing demand
for an energy benchmark are Standard Performance Evaluation
Corporation (SPEC), Neal Nelson and Associates, Green500, and
Storage Performance Council (SPC). SPEC, a non-profit group of
computer vendors, system integrators, universities, research or-
ganizations, publishers, and consultants, developed SPECpow-
er_ssj2008.

The benchmarks developed by the above consortia are very signif-
icant milestones towards designing and deploying standards to
measure energy efficiency in servers and storage subsystems.
However, they do not address the need for measuring power con-
sumption of complex data warchouse (DW) systems that can be
characterized by a combination of compute and I/O intensive
operations. According to the Winter Corporation Survey of 2008,
the largest data warehouses triple every three years. There is no
reason to believe that this trend is going to change any time soon,
challenging the experts to develop methodologies to measure the
energy consumption of very large configurations. Market surveys
show that large, commercial data warehouses have crossed the
petabyte boundary. At such scales, energy consumption will be
significant. For instance, in order to keep all data of a 1-petabyte
DW in a RAID10 protected storage system requires 3744 300GB
disk drives. Assuming an 8-watt average power consumption per
disk (using energy efficient disks and estimating idle times) the
storage subsystem alone (no cooling cost included) would con-
sume about 262800kWh a year.

Even though there are benchmarks to measure system level power
consumption, none exists to provide power consumption on large
DWs. With this paper we attempt to fill this gap by defining a
power consumption model for enterprise data warehouses based
on industry standard TPC-H [12] benchmark. The motivation for
choosing the TPC-H benchmark are numerous: TPC-H is a widely
adapted benchmark standard; TPC-H publications have been
tracking technology changes and enhancements in the data ware-



house space; there is a large body of published results; data is
available on all major hardware and database platforms; most
system vendors, database vendors, and end users can relate the
TPC-H workload to their setups.

The power consumption model introduced in this paper is based
on data that is readily available in the TPC-H full disclosure re-
ports of published benchmarks. The model was verified by mea-
suring the power consumption of three fully scaled TPC-H sys-
tems, including servers, storage, and network. By applying this
model to a subset of 7 years of TPC-H results (78 published re-
sults) that used x86 processors at scale factors 100, 300, and 1000,
the paper identifies the most power intensive components and
demonstrates existing power consumption trends over time.

The remainder of this paper is organized as follows: Section 2
characterizes those parts of the TPC-H workload that are pertinent
in understanding our power consumption model. Section 3
presents the power consumption model and its verification. Sec-
tion 4 applies the power consumption model to a subset of the
TPC-H result set to perform various trend analyses.

2. WORKLOAD CHARACTERIZATION
AND PERFORMANCE METRIC

This section serves as a general introduction to the workload cha-
racteristics of decision support systems pertinent to the subsequent
power consumption model. It continues with the definition of the
exact workload and performance metric that is assumed by the
power consumption model.

Generally, decision support workloads can be divided into three
distinct types of typically parallel operations: Initial load, incre-
mental load, and queries. These types of workloads can be run in
single- and multi-user modes. The single-user mode stresses a
system’s ability to parallelize operations to answer a given request
in the least amount of time, such as overnight batch job
processing. The multi-user mode stresses the system’s ability to
schedule concurrent requests from multiple users to increase over-
all system throughput. Because of these differences, systems are
usually tuned differently for single and multi-users modes.

Each TPC-H result is obtained on a database with a specific size
indicated by the scale factor (SF). The scale factor in GB equals
the raw data outside the database, for example, SF=100 means
that the sum of all base tables equals 100 GB. The TPC rules pro-
hibit comparing TPC-H results between scale factors. The primary
performance metric in TPC-H is the composite performance me-
tric (QphH). It equally weights the contribution of the single-user
and the multi-user. In addition, it defines multiple numerical
quantities, such as TPC-H Throughput, a quantity to measure the
multi-user performance of a system when running S concurrent
users, each executing 22 queries. It is defined as the ratio of the
total number of queries (S*22) executed over the length of the
multi-user interval Tg, and must be computed as:

* * k
TPC — H Throughput @ SF = 522" 3600* SF”.
Within a particular scale factor, TPC-H results vary widely be-
cause of the different system sizes. For instance, at scale factor
100 the number of processor cores installed varies between 2 and
96 while the number of disk drives varies between 4 and 344. This
makes analyzing performance trends impossible. Therefore, for
this study we use a TPC-H throughput numerical quantity norma-
lized by the number of cores (Cc):
* * *
Normalizd TPC — H .Throughput @ SF = S72273600% 51

T.%C,
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Note that this quantity normalizes the multi-user test to scale fac-
tor and number of concurrent users. It is not a TPC-H metric.

2.1 Typical TPC-H Systems

Following the strict rules of the TPC-H specification, a bench-
marked system is composed of a driver that submits queries to a
system under test (SUT). The SUT executes these queries and
replies to the driver, which resides on the SUT’s hardware and
software.

The most traditional type of SUT comprises of one or more serv-
ers with multiple CPUs, small main memory to database size ra-
tio, typically less than 20 percent, and one or more HBAs (con-
trollers) (Typel). These systems are either directly attached to a
storage subsystem or, in case of clustered systems, funnelled
through one or multiple switches. The disk subsystem is com-
prised of multiple disk enclosures and usually many hard disk
drives. Seventy-one percent of our sample set uses this type of
configuration.

The second most common type of system used in TPC-H publica-
tions uses only internal controllers and disks to host the database
(Type 2) [18]. The servers look similar to the first configuration
type. Twenty-three percent of our sample set uses this type of
configuration.

In the last few years, benchmark publications emerged that use
servers with a main memory to database size ratio of more than 50
percent. These systems use no or very small storage systems. Six
percent of our sample set fall in this category (Type 3) [19].

System Type Type 1 Type 2 Type 3
Server 1 DL760G2 64 IBM x346 64 HP BL460c
QphH 4063.6 53,451.4 1,166,976
Price/Perf. $43 $33 $5.42
Scale Factor 300 1000 1000
Processor 8x Intel Xeon 64 x 3.6 GHz 128 x Quad-
MP 2.8 GHz Intel Xeon with Core Intel
with 2MB L2 2MB L2 cache Xeon X5450
cache
Main Memory | 16 GB 128 GB 2080 GB
Controller 5 Smart Array | 64 ServeRAID-
5302 7k Ultra320
SCSI controller
External 142x 182 GB | N/A 256 146GB
Drives 15K RPM 10K SAS 2.5”
Internal 2x 72GB 15K 6x 73.4GB 15K 72 x450GB
Drives RPM RPM 15K RPM
Figure 1: Sample TPC-H benchmark publications

3. POWER CONSUMPTION MODEL

The previous section demonstrated how typical TPC-H systems
are configured. Estimating their power consumption is difficult
because of the assortment of components that are involved and the
lack of power measurements of individual components in large-
scale deployments. This section develops a simplified power con-
sumption model that can be applied to any published TPC-H re-
sult and representative data warchouse systems. The model com-
plements recent research in this area [13][4]. It is meant to esti-
mate peak power consumption of the above systems. It is not suit-
able for calculating an accurate power consumption number for
system provisioning purposes. But it is sufficient to analyze his-
toric results for trend analysis and to identify most power-
intensive components of a decision support system.

The proposed power consumption model is based on the assump-
tion that the peak power consumption of an entire system during a
multi-user run can be derived from the aggregate of the nameplate



power consumptions of individual components. We include the
following key components into our model:

1. Main processor (CPU) 2. External disks
4. Main system memory 5. Server chassis

3. Internal disks
6. Disk enclosures

We differentiate between internal and external disks because in-
ternal disks typically have lower performance characteristics,
therefore, lower power consumption compared to external disks.
For each of the components listed above we determine its peak
power consumption as illustrated in the next sections.

Table 1 shows the peak power consumption of selected CPUs as
obtained their manufacturer’s specifications [1][8]. The peak
power consumption is depicted as Thermal Design Power (TDP).
Please note that the list of CPUs in Table 1 is only a subset of the
CPUs that have been sold over the last 10 years. The subset in-
cludes data for x86 based CPU types considered in this study.

Processor Description TDP [W]

AMD 8220SE- 2.8 GHz 93
AMD 8220SE 2.8 GHz 93
AMD DC 8220SE- 2.8 GHz 93
AMD Opteron - 2.0 GHz 89
AMD Opteron - 2.2 GHz 85
AMD Opteron - 2.4 GHz 85
AMD Opteron - 2.6 GHz 93
AMD Opteron - 2.8 GHz 93
AMD Opteron - 3.0 GHz 92.6
AMD Opteron - 3.20 GHz 119
AMD Opteron 2.2GHz Dual Core - 2.2 GHz 93
AMD Opteron 252 - 2.6 GHz 93
AMD Opteron Dual Core 1 MB L2-2.4 GHz 95
Intel DC Itanium2 Processor 9050-1.6 GHz 130
Intel Dual-Core Itanium2 1.6Ghz 130
Intel Pentium 11l Xeon - 900 MHz 50
Intel Pentium Xeon MP - 1.6 GHz 55
Intel Xeon 7041 - 3.0 GHz 165
Intel Xeon 7140 3.4GHz 150
Intel Xeon 7350 2.93GHz 130
Intel Xeon MP - 1.6 GHz 55
Intel Xeon MP - 2.0 GHz 57
Intel Xeon MP - 2.7 GHz 80
Intel Xeon MP - 2.8 GHz 72
Intel Xeon MP - 3.0 GHz 85

Table 1: Thermal Design Power (TDP) of considered CPUs

We approximate the peak power consumption of main memory
with 9 watts per DIMM as was done in other studies, see [4] [9].

Peak power consumption levels of disk drives vary widely with
the disk’s form factor, size, and rotational speed. Table 2 summa-
rizes the peak power consumption of those disk drives that are
considered in this study. They are obtained from manufacturers
web sites [22][23]. (FF=Form Factor)

FF=2.5 FF=2.5 FF=3.5 FF=3.5 FF=3.5
RPM=10K RPM=15K RPM=7.2K RPM=10K RPM=15K
IGB] | [W] | [GB] | [W] | [GB] | [W] IGB] | [WI] [GB] | [WI
36 17 36 10.0 240 11.35 9 9.7 18 13.2
36 7.2 36 9.2 465 13 9 10.0 18 10.0
72 8.4 72 14.2 36 12.5 18.2 9.7
73 10.5 72 9.2 36 10.0 32 10.0
146 10.0 146 14.0 72 12.6 36 14.5
146 9.0 73 11.0 36 15
146 14.2 72 13.2
146 11.4 73 16.2
160 12.8 146 14.2
250 11.35 146 19.0
300 16.4 300 17.6
300 14.4

Table 2: Disk Peak Power Consumption

3.1 Server Chassis Peak Power Consumption
Recent studies [3][24] suggest that the power consumption of the
server chassis and its infrastructure (fan, power supply, and so
forth) can be expressed as a percentage of the nameplate power
consumption of its main components. In respect to TPC-H sys-
tems, the main components are CPU, main memory, and internal
disks. Since the server chassis and its infrastructure (fan, power
supply, and so forth) are sized according to its components (CPU,
memory), we express its power consumption as 30 percent of the
power consumption of its components plus a fixed overhead of
100 watts.

3.2 Disk Enclosure Peak Power Consumption
As in the server chassis case, we approximate the power con-
sumption of the disks enclosures with 20 percent power overhead
of the aggregate power consumption of all external disks.

3.3 Power Consumption Estimates
The TPC-H server systems considered in this study can be con-
ceptualized with the following components:

Component Count Power Consumption [W]
CPU per server Cc Pce [55,165] see Table 1
Memory DIMM per server | Cy 9

Internal Disks per sever Cpi Ppie [7.2,19] see Table 2
Number of servers Cq Py (calculated below)

Figure 2: Number of Database Server Components and their
Power Consumptions

The power consumption of a database server (Ppg) can be broken
down into the above components plus the overhead of the chassis
(30 percent plus 100 Watts). The power consumption of the com-
ponents can be estimated by aggregating the peak power con-
sumption of all components:

C.*P.+9*C, +Cp,, *P, E,
The power consumption of the chassis is:

(C.*P.+9*C,, +Cp, *P,)*0.3+100 E,
Hence, power consumption of an entire server can be estimated as
P, =(C.*P.+9*C,,+C,, *P,)*1.3+100 E;

Each I/0O subsystem consists of the following components:

Component Count | Power Consumption [W]

Number of Enclosures Cg Pk (calculated below)

External disks per enclosure | Cpg

Ppre [7.2,19] see Table 2

Figure 3: Number of 10 Subsystem Components and their
Power Consumptions

The power consumption of the I/O subsystem (P;o) can be broken
down into the above components plus the overhead of the enclo-
sure (20 percent).

Po=Cp*Cpp* Py *1.2 E,
Hence, the total power consumption of the entire system can be
estimated as the sum of the server and I/O subsystems.
P=F+F, Es

3.4 Verifying the Power Consumption Model

with Sample Configurations

Three different systems were used to verify the power consump-
tion model. System A follows the traditional approach of a strong
I/O subsystem. It consists of one HP ProLiant ML370 G5 server
[6] as the database server and four HP StorageWorks 70 Modular



Smart Array enclosures [7] as the storage subsystem. The data-
base server is equipped with two quad core CPUs (Xeon® CPU
X5450 @ 3.00GHz) and 16 Gigabytes (GB) of main memory (4
DIMMS of 4GB each). The operating system is stored on two
internal 146GB 10K rpm 2.5 inch SAS disk drives. Each of the
four HP StorageWorks 70 Modular Smart Array enclosures is
equipped with 25 36GB 15K rpm 2.5 inch SAS disk drives. Sys-
tem B uses internal storage only instead of external enclosures to
host the database. The server consists of one HP ProLiant ML370
G5 server [7] with two internal I/O controllers, each attached to
eight 146GB 10K rpm 2.5 inch SAS disk drives. The server is
equipped with two quad core CPUs (Intel® Xeon® CPU X5450
@ 3.00GHz) with 16 Gigabytes (GB) of main memory (4 DIMMS
of 4GB each), Two internal disks are used for the operating sys-
tem. System C consists of 64 HP ProLiant BL 460c server blades,
each with two quad-core Intel® Xeon® X5450 Processors @ 3.00
GHz, 32GB of main memory (8 DIMMS of 4GB each), and two
internal disk drives (146GB 10K rpm SAS 2.5 inch). For each of
our test systems we use the same power measurement methodolo-
gy, similar to that used in [13]

Power Consumption [W] |
System A System B System C I
Power Mea- Diff Power | Measure-| Diff Power Measure-| Diff
Model suremen{ [%] Model ment [%] Model ment [%]
sDB- 433 405 7 511 395 29 | 27366 | 23320 | 17
erver
1/0‘5“" 1180 | 891 32 N/A | N/A N/A| N/A N/A N/A
system
Total 1613 | 1296 | 24 511 | 395 29 | 27366 | 23320 | 17

Figure 4: Comparison of the Power Consumption Model and
Power Measurements of Three TPC-H Systems

Using the measurement methodology presented in the previous
section, Figure 4 shows the power consumption of the database
server and the storage subsystem of systems A, B, and C, both
estimated by the power model and measured with power meters.
For the database server and the storage subsystem, Figure 4 shows
the percentage difference between the estimate and the measure-
ment. The paper, “Power Provisioning for a Warehouse-sized
Computer” [4] refers to this as the difference between the name-
plate value and actual peak power. The power consumption dif-
ference between the model and the measurements of the three
systems is between 17 and 29 percent — 23 percent on average.
The paper [5], which applied a different workload on smaller
systems, shows that the difference between the nameplate model
and actual peak power consumption can be up to 30 percent. Us-
ing the TPC-C workload, we calculated the difference between
modelled and measured power consumption of database clients
and servers to be between 10 and 26 percent (15 percent on aver-
age) [13]. The slightly higher average difference between meas-
ured and estimated power consumption, when compared to [5]
and [13], can be explained with the oscillating nature of the TPC-
H workload (see Error! Reference source not found.). The os-
cillating behaviour leads to periods in which resources are less
utilized and therefore draw less power, which led to a larger gap
between nameplate power consumption and estimated power con-
sumption. We therefore calibrate our power model to the TPC-H
workload by abating our power model numbers by 15 percent.

4. HISTORIC TREND ANALYSIS

The power consumption model developed in the previous section
allows us to estimate the power consumption of any published
TPC-H result because all information necessary for the power
consumption model is readily available in the TPC-H Full Disclo-
sure Report (FDR). In this section, we apply the power consump-
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tion model to a subset of all available results. We then analyze the
performance and total system power consumption trends. We
finish this section with an analysis of components that consume
the most power in TPC-H systems.

4.1 Performance Trends

In this section we study the multi-user performance trends for
each of the three scale factors: 100, 300, and 1000. We use the
normalized TPC-H Throughput@SF metric developed in Section
2 to compare results within identical scale factors. Figure 5 shows
the performance trend for scale factor 100, Figure 6 shows the
performance trend for scale factor 300, and Figure 7 shows the
performance trend for scale factor 1000. For each scale factor we
show the actual normalized TPC-H Throughput numbers (di-
amond shaped graph) and the linear trend line (solid line). In the
beginning of 2002, systems achieved about 300 QphT per proces-
sor core at scale factor 100. The current performance leader
achieved about 4500 QphT per core in 2008 at scale factor 100.
This is a 15x improvement in performance over 6 years. This
positive trend can also be observed by ignoring the extreme cases.
The trend line shows an increase of about 388 QphT per core per
year, essentially doubling performance every year.

Similarly, at scale factor 300, systems achieved about 288 QphT
per core in 2003, while the current leader in this scale factor
achieved 5691 QphT per core in 2008. This is a 20x performance
improvement over 5 years. As in the scale factor 100 case, the
trend line shows that performance doubles every year.
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Figure 6: Performance Trend SF 300
At scale factor 1000, systems achieved 289 QphT per core in
2003, while the current leader achieved 3793 QphT per core in
2008. This is a 13x improvement in performance over 5 years.
Comparing the trend line of the 1000 scale factor case with the
100 and 300 scale factor cases shows a stronger tendency towards
higher performance. The trend line at scale factor 1000 indicates
that performance doubles every six months.
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These results are quite different from the results obtained in [13].
This study of TPC-C results found that performance over the last
8 years is roughly in line with Moore’s law [10]. As Figure 5,
Figure 6 and Figure 7 indicate, TPC-H results undoubtedly out-
performed the hardware performance improvement predicted by
Moore’s Law.

4.2 Power Consumption Trends

Now we analyze the power trend of our sample TPC-H result set.
For each result we compute the total peak power consumption
according to the calibrated power consumption model we devel-
oped in Section 3.3. We are interested in how the normalized
Throughput performance per system and how power consumption
evolved over time.

The following figures Figure 8, Figure 9, and Figure 10) show the
system power consumption per normalized Throughput perfor-
mance (QphT/number of cores) for scale factors 100, 300, and
1000. At scale factor 100, power consumption decreases from a
peak of 10.4 W to 0.13W, an 80x reduction. However, the 10.4 W
power consumption looks like an extreme data point. The trend
line shows that power consumption per normalized Throughput
performance decreases at a rate of 1.4W per year.

Figure 9 shows the power consumption over the last six years of
scale factor 300 results. The trend line shows that performance
decreased at a rate of about 0.8W per year. This is less than the
1.4 rate drop in power consumption at scale factor 100. Please
note, however, that the 300 scale factor case has more outliers
compared to the scale factor 100 case.
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Figure 8: Power Consumption Trend SF 100

Figure 10 shows the power consumption per normalized QphT of
1000 scale factor results. Power consumption dropped from about
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15W to 0.5W per normalized QphT from 2004 to 2009. This is a
30x decrease, the largest we have seen in this study.
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Figure 9: Power Consumption Trend SF 300
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4.3 Power Consumption Distribution

We will now look at the power distribution of the key components
of a typical TPC-H system. We compute the percentage of the
power consumed by each component listed above by averaging
the power consumption numbers of all 78 results. As in our previ-
ous analysis, we distinguish between scale factors 100, 300, and
1000. Figure 11 shows the power consumption of each component
as a percentage of the overall power consumption.

The power consumption distribution across the different compo-
nents is very similar for scale factors 100 and 300. Power con-
sumption of systems used to publish results for scale factors 100
and 300 is dominated by the I/O subsystem. For both scale fac-
tors, about 66 percent of all power is consumed in the I/O subsys-
tem. The second-largest power consumers are the CPUs. As indi-
cated in Table 1, power consumption (TDP) per CPU varies from
S0W to 165W. Scale factor 100 and 300 results indicate that about
23% of all power is consumed by the CPUs. The third largest
power consumer is the memory. About 7% of all power for scale
factor 100 and 300 results is consumed by memory. Internal disks
play a smaller role for scale factors 100 and 300. Only 3% of all
power is consumed by internal disks. Since they are quite differ-
ent from the smaller scale factors, we discuss the results for scale
factor 1000 separately. The governing power consumer in the
1000 scale factor category is the CPU rather than the I/O subsys-
tem. Forty-eight percent of all power is consumed by the CPUs,
while 21% of power is consumed in the I/O subsystem. Memory
takes the third spot with 19% and internal disks take the last spot
with 12%.



The difference between the power distribution of the smaller scale
factors of 100 and 300 compared to the larger scale factor of 1000
seems to be related to a recent development using large memory
systems rather than large I/O systems. This development has two
significant effects: higher performance and lower power con-
sumption. Both effects are beneficial for customers as they can
achieve their performance goal and still spend less on system
power.

EMemory mIntemal Disks NCPU & 1/0 Subsystem

100%

0%

100g 300g

1000g

Figure 11: Average Power Consumption of Key Components
Used in TPC-H Benchmarks

5. CONCLUSION

In this paper we are building upon the research that we have pub-
lished at VLDB 2009 [13] for TPC-C systems (OLTP) to develop
a power consumption model for decision support systems. Specif-
ically, this paper introduced a power consumption estimation
model for TPC-H benchmarks. The accuracy of this model was
verified by measuring power consumption of systems tuned for
the TPC-H workload. The model was applied to a large subset of
TPC-H results to show performance and power performance
trends.

The paper further identifies the components that consume the
most power in TPC-H systems depending on the database size.
We hope that the model we have developed in this paper will help
customers evaluate systems for which no power consumption tests
have been conducted.
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